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Abstract

A rotational Crofton formula is derived relating the flagged intrinsic vol-
umes of a compact set of positive reach with the flagged intrinsic volumes
measured on sections passing through a fixed point. In particular cases, the
flagged intrinsic volumes defined in the present paper are identical to the
classical intrinsic volumes. The tight connection between our main result and
other recent rotational integral formulae involving intrinsic volumes is pointed
out.
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1 Introduction

In classical stereology, the well-known Crofton formula relates the intrinsic volumes
of a compact subset X of Rd with the intrinsic volumes of its affine sections

cd,r,kVd−r+k(X) =

∫

Fd
r

Vk(X ∩ Fr) dF d
r , (1)

r = 0, . . . , d, k = 0 . . . , r. Here, Fdr is the set of r-dimensional affine subspaces in Rd

and dF d
r is the element of its motion invariant measure. The kth intrinsic volume

of X is denoted by Vk(X), k = 0, . . . , d. Finally, cd,r,k is a known constant. In local
stereology, the focus of interest is instead on integral geometric relations of the type

β(X) =

∫

Ldr
α(X ∩ Lr) dLdr , (2)

where α and β are functionals, Ldr denotes the set of r-dimensional subspaces in Rd

and dLdr is the element of its rotation invariant measure. In the special case where
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α is an intrinsic volume of a compact set X of positive reach, i.e. for relations of the
type

β(X) =

∫

Ldr
Vk(X ∩ Lr) dLdr , (3)

Jensen and Rataj proved in [8] that β can be expressed as a certain integral over
the unit normal bundle of X. In the same paper, the problem was raised of finding
functionals α satisfying the integral equation (2) in the particular case where β is
an intrinsic volume of X,

Vd−k(X) =

∫

Ldr
α(X ∩ Lr) dLdr . (4)

Recently, a solution to this problem was given independently in [3] and [6]. It was
shown, for all 0 ≤ k < r ≤ d and for any compact set Y of positive reach contained
in Lr, that the functional α given by

α(Y ) =
1

cd,r−1,r−k−1

∫

Fr
r−1

Vr−k−1(Y ∩ Fr−1) d(Fr−1, O)d−r dF d
r−1, (5)

where d is the distance function, is a solution to (4). In the present paper, we
shall demonstrate that solutions to (4) can be expressed as an integral over the
unit normal bundle of the section X ∩ Lr, for all 1 ≤ k < r, or, as an integral
over X ∩ Lr, when k = 0. It appears that the functionals α and β in (3) and
(4) share the same integral representation, αdr,k, parametrized by three integers.
This family of functionals generalizes the classical intrinsic volumes and in fact,
αdd,k(X) = Vd−k(X), for any d-dimensional set X of positive reach. As a main result
of the present paper, a rotational Crofton formula shall be derived,

αdj,k(X) = cd−r,j−r

∫

Ldr
αrj,k(X ∩ Lr) dLdr ,

which turns formula (3) and (4) into special cases. Here, cd−r,j−r is a known constant,
see Section 2 below.

The paper is organized as follows. In Section 2, we present the notation and some
background knowledge. Section 3 shows that the solution (5) can be expressed as
an integral with respect to a q-dimensional affine subspace in Lr. In Section 4, the
solution is given a more explicit expression as an integral over a unit normal bundle
and the rotational Crofton formula for flagged intrinsic volumes is presented. Proofs
are deferred to Section 5.

2 Preliminaries

In this section, we shall fix the conventions used in this paper. For any compact set
X ⊆ Rd of positive reach, we define its kth intrinsic volume by

Vk(X) =
1

σd−k

∫

norX

∑

|J |=d−k−1
J⊂{1,...,d−1}

∏
j∈J κj(x, n)

∏d−1
j=1

√
1 + κ2

j(x, n)
Hd−1(d(x, n)),
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where κj(x, n) denotes the jth (generalized) principal curvature at (x, n) ∈ norX

and σd−k = 2π
d−k
2 /Γ

(
d−k

2

)
is the surface area of the unit sphere in Rd−k. An

r-dimensional affine subspace Fr ∈ Fdr can be written uniquely as Fr = Lr + x,
where Lr ∈ Ldr and x ∈ L⊥r . The corresponding measure decomposition is

dF d
r = dxd−r dLdr . (6)

Here, dxd−r is a shortcut notation for the Hausdorff (Lebesgue) measure Hd−r(dx).
Moreover, since the superscript in dF d

r and dLdr is often superfluous, we shall write
dLr and dFr, when the context allows it. The total mass of Ldr is chosen to be

∫

Ldr
dLr = cd,r,

where

cd,r =
σdσd−1 · · ·σd−r+1

σrσr−1 · · ·σ1

.

With this convention, the constant in the classical Crofton formula is given by

cd,r,k = cd,r
Γ
(
r+1

2

)
Γ
(
d+k−r+1

2

)

Γ
(
k+1

2

)
Γ
(
d+1

2

) .

The Gauss hypergeometric series or hypergeometric function is defined for a, b,
c ∈ R and z ∈ [−1, 1] as

F (a, b; c; z) = F (b, a; c; z) =
∞∑

k=0

(a)k(b)k
(c)k

zk

k!
,

where (x)k is the rising sequential product or Pochhammer symbol defined for a
non-negative integer k and x ∈ R by

(x)k =

{
Γ(x+k)

Γ(x)
if x > 0

(−1)k Γ(−x+1)
Γ(−x−k+1)

if x ≤ 0,

cf. [1, Chapter 15]. Note that (x)k = 0 whenever x ∈ {0,−1,−2, . . .} and k > −x.
The Gamma function is defined on R+ as Γ(z) =

∫∞
0
tz−1e−tdt and it has an analytic

continuation on C\{0,−1,−2, . . .}. Standard formulae for the Gamma function can
be found in [1, Chapter 6]. In particular, the duplication formula,

Γ(2z) = Γ(z) Γ
(
z + 1

2

)
π−

1
2 22z−1, (7)

will be useful in the present paper.

3 A generalized solution

From the 1936 paper [9] by Petkantschin, a particular measure decomposition can be
employed to slightly generalize the solution α, derived in [3] and [6], to the integral
equation (4).
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Proposition 1. Let Y ⊆ Lr be a compact subset of positive reach in some fixed
linear subspace Lr ∈ Ldr. The functional

αrd,k(Y ) =
1

cd,r,q,k

∫

Fr
q

Vq−k(Y ∩ Fq) d(Fq, O)d−r dFq

solves the integral equation

Vd−k(X) =

∫

Ldr
αrd,k(X ∩ Lr) dLr,

for all 0 ≤ k ≤ q < r ≤ d. Here, cd,r,q,k = cd−q−1,r−q−1cd,q,q−k.

Proof. We shall use the following integral decomposition formula
∫

Fd
q

f(Fq) dFq =
1

cd−q−1,r−q−1

∫

Ldr

∫

Fr
q

f(Fq) d(Fq, O)d−r dFq dLr, (8)

which holds for all 0 ≤ q < r ≤ d and any integrable function f , cf. [9] and [11,
p. 285]. Let us assume that X ⊆ Rd is a compact set of positive reach. The Crofton
formula for sets of positive reach, cf. [10], and an application of (8) yield, for all
0 ≤ k ≤ q < r ≤ d,

cd,q,q−kVd−k(X) =

∫

Fd
q

Vq−k(X ∩ Fq) dFq

=
1

cd−q−1,r−q−1

∫

Ldr

∫

Fr
q

Vq−k(X ∩ Fq) d(Fq, O)d−r dFq dLr

=
1

cd−q−1,r−q−1

∫

Ldr

∫

Fr
q

Vq−k((X ∩ Lr) ∩ Fq) d(Fq, O)d−r dFq dLr.

The proof is complete.

Remark 1. The constant appearing on the right-hand side of formula (8) is not
given explicitly in [11], but only referred to as a constant depending on d, q and r.
In order to compute this constant, we set f(Fq) = V0(Bd ∩ Fq), where V0 = χ is the
Euler-Poincaré characteristic and Bd is the unit ball in Rd. By computing both side
of (8) separately, we obtain

∫

Fd
q

f(Fq) dFq =

∫

Ldq

∫

L⊥q ∩Bd

dzd−q dLq = ωd−q cd,q, (9)

where ωd−q = (d− q)σd−q is the volume of the unit ball in Rd−q, and

∫

Ldr

∫

Fr
q

f(Fq) d(Fq, O)d−r dFq dLr =
1

d− q σr−q cd,r cr,q. (10)

Division of (9) by (10) yields the constant appearing in formula (8).

Proposition 2. For all 0 ≤ k ≤ q < r ≤ d, the functional αrd,k, defined in Proposi-
tion 1, does not depend on q.
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The proof of Proposition 2 is deferred to the last section. In spite of Proposition 2,
the uniqueness of the solution, αrd,k, to the integral equation (4) remains open.

Remark 2. Two representations of αrd,k are particularly interesting for our purposes.
For q = k, we have

αrd,k(Y ) =
1

cd,r,k,k

∫

Fr
k

χ(Y ∩ Fk) d(Fk, O)d−r dFk (11)

and, for q = r − 1,

αrd,k(Y ) =
1

cd,r−1,r−1−k

∫

Fr
r−1

Vr−k−1(Y ∩ Fr−1) d(Fr−1, O)d−r dFr−1. (12)

Combining (11) and the identity dF r
0 = dxr, we obtain, for k = 0,

αrd,0(Y ) =
1

cd−1,r−1

∫

Rr

χ(Y ∩ {x})|x|d−r dxr =
1

cd−1,r−1

∫

Y

|x|d−r dxr. (13)

Furthermore, using (12), we have shown in [3] that for k = 1,

αrd,1(Y ) =
1

2cd−1,r−1

∫

∂Y

|x|d−rF
(
−1

2
,−d− r

2
;
r − 1

2
; sin2(n(x), x)

)
dxr−1, (14)

whenever Y is a C2-manifold with boundary. Here, n(x) is the vector normal to the
surface at x.

Motivated by the integral representation (14), we shall now prove that the func-
tional αrd,k(Y ) can be expressed as an integral over the normal bundle of Y for all
k = 1, . . . , r − 1 and r = 2, . . . , d.

4 Integral representation of the generalized solu-

tion

Let X ⊆ Rd be a compact set of positive reach and assume for now that the section
Y = X ∩ Lr, for some fixed Lr ∈ Ldr , also has positive reach. For the necessary
background in multilinear algebra, current theory and sets of positive reach, the
reader is referred to [4] and [5].

Let NY be the (r − 1)-dimensional current on Rr × Rr given by

NY = (Hr−1xnorY ) ∧ aY , (15)

i.e.

NY (φ) =

∫

norY

〈aY (x, n), φ(x, n)〉Hr−1(d(x, n))

for all (r− 1)-forms φ on Rr ×Rr. Here, aY is a unit (r− 1)-dimensional vectorfield
orienting norY given explicitly by

aY (x, n) =
r−1∧

i=1

(
1√

1 + κi(x, n)2
ai(x, n),

κi(x, n)√
1 + κi(x, n)2

ai(x, n)

)
, (16)
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where κi(x, n) is the ith principal curvature and ai(x, n) the corresponding principal
direction at (x, n) ∈ norY for i = 1, . . . , r − 1, cf. [8, (27)] and [12]. We apply the
usual convention ∞√

1+∞2 = 1 and 1√
1+∞2 = 0 at points where some of the principal

curvatures are infinite. Assume that the principal directions are ordered in such a
way that

a1(x, n), . . . , ar−1(x, n), n

constitute an orthonormal basis of Rr. The Lipschitz-Killing curvature form φk on
Rr × Rr of order k = 0, . . . , r − 1 is defined by

〈(u1
0, u

1
1) ∧ · · · ∧ (ur−1

0 , ur−1
1 ), φk(x, n)〉

=
1

σr−k

∑

εi=0,1
ε1+···+εr−1=r−1−k

〈u1
ε1
∧ · · · ∧ ur−1

εr−1
∧ n,Ωr〉, (17)

where Ωr is the volume r-form in Rr. Note that the right-hand side in (17) is strictly
positive whenever the number of non-zero principal curvatures at (x, n) is at least
r − 1 − k or, alternatively, when the number of infinite principal curvatures is at
most r− 1− k. For any compact set Y with positive reach, the kth intrinsic volume
of Y can be expressed as

Vk(Y ) = NY (φk),

for k = 0, . . . , r − 1, cf. [12].
Two sets Y and F with positive reach touch, when there exists a pair (y, n) ∈

norY such that (y,−n) ∈ norF , cf. [13]. In the particular case where F = L + z
is an affine subspace, Y and F do not touch, whenever the following condition is
satisfied

(y, n) ∈ norY ∧ y ∈ F =⇒ n /∈ L⊥. (18)

Remark 3. The subset of j-dimensional affine subspaces in Rr that do touch Y has
finite (r − 1 + j(r − 1− j))-dimensional measure, cf. [10, (1)]. Hence, in the special
case where j = r− 1, the set of (r− 1)-dimensional affine subspaces touching Y has
finite (r− 1)-dimensional measure, i.e. Y is not touched by Hr almost all F ∈ F rr−1.
Whenever Y and F do not touch, their intersection Y ∩ F has local positive reach,
cf. [13] or [4, Theorem 4.10]. By the compactness of norY and the continuity of the
reach function, we conclude that

if Y has positive reach, then Y ∩ F has positive reach for almost all
F ∈ F rr−1.

Furthermore, for a compact subset X ⊆ Rd of positive reach, it is shown in [8] that
for Hd-a.a. choices of origo, the sets X and L do not touch for almost all L ∈ Ldr .
In other words, whenever X has positive reach, we may choose origo such that

X ∩ L has positive reach for almost all L ∈ Ldr . (19)

For those reasons, the assumption, which was made at the beginning of this section
on the positive reach of Y = X ∩ Lr, is mild.
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Definition 1 (Flagged intrinsic volumes). Let Y ∈ Rr be a compact set of positive
reach. Define for all s = 1, . . . , r, r ≥ 1 and j ≥ s,

αrj,0(Y ) :=
1

cj−1,r−1

∫

Y

|x|j−r dyr

and

αrj,s(Y ) := Kr
j,s

∫

norY

|x|j−r
∑

|I|=s−1
I⊂{1,...,r−1}

∏
i∈I κi(x, n)

∏r−1
i=1

√
1 + κi(x, n)2

Qr
j,s(x, n,AI)Hr−1(d(x, n)),

where

Qr
j,s(x, n,AI)

:= F

(
−j − r

2
,
s

2
;
r + 1

2
; sin2(x, n)

)

+
(j − r)(r − s+ 1)

r + 1

cos2(x,AI)

r − s F

(
−j − r

2
+ 1,

s

2
;
r + 3

2
; sin2(x, n)

)

and

Kr
j,s :=

1

σs cj−1,r−1

Γ(r − s+ 1) Γ(j)

Γ(r) Γ(j − s+ 1)
.

Here, AI = span{ai : i /∈ I} and, for the special case where we have r = s, we set
cos2(x,A{1,...,r−1})

0
:= 1. Note that cj−1,r−1 := 1

cr−1,j−1
for j < r.

Remark 4. In the special case j = r, Kr
r,s = 1

σs
and Qr

r,s = 1. Consequently,

αrr,s(Y ) =
1

σs

∫

norY

∑

|J |=s−1
J⊂{1,...,r−1}

∏
j∈J κj(x, n)

∏r−1
j=1

√
1 + κ2

j(x, n)
Hr−1(d(x, n)) = Vr−s(Y )

and

αrr,0(Y ) =

∫

Y

dHr = Vr(Y ),

for any compact set Y ⊆ Rr of positive reach.

The functionals defined above are identical to those given in Proposition 1. This
result is formulated in the proposition below. The proof is deferred to the next
section.

Proposition 3. The flagged intrinsic volumes presented in Definition 1 are identical
to the functional αrd,s given in Proposition 1 for all s = 0, . . . , r − 1, r = 1, . . . , d.
As a consequence, when origo is chosen such that condition (19) is satisfied, the
functional αrd,s from Definition 1 satisfies the integral equation,

Vd−s(X) =

∫

Ldr
αrd,s(X ∩ Lr) dLr,

for all 0 ≤ s < r ≤ d.
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Remark 5. Since cos2(x,A∅) = sin2(x, n), the hypergeometric identity (34) implies

Qr
d,1(x, n,A∅) = F

(
−d− r

2
,−1

2
;
r − 1

2
; sin2(x, n)

)

and with

Kr
d,1 =

1

σ1 cd−1,r−1

Γ(r)Γ(d)

Γ(r)Γ(d)
=

1

2cd−1,r−1

,

we conclude that

αrd,1(Y ) =
1

2cd−1,r−1

∫

norY

|x|d−rF
(
−d− r

2
,−1

2
;
r − 1

2
; sin2(x, n)

)
Hr−1(d(x, n)),

i.e. a generalization of (14) to sets of positive reach.

Remark 6. Applying the hypergeometric identity (35) with z = sin2(x, n) > 0, we
obtain

(j − d)(d− j + k + 1)

d+ 1
F

(
d− j

2
+ 1,

j − k
2

;
d+ 3

2
; sin2(x, n)

)

= (j − d− (d− 1) cot2(x, n))F

(
d− j

2
,
j − k

2
;
d+ 1

2
; sin2(x, n)

)

+ (d− 1) cot2(x, n)F

(
d− j

2
,
j − k

2
;
d− 1

2
; sin2(x, n)

)
,

or, in other terms,

(d− j + k)Qd
j,j−k(x, n) = f1(∠(x, n)) + f2(∠(x, n)) cos2 αI(x, n),

where the right-hand side is written in the notation of [2, Theorem 3.1]. Since
1

d−j+kK
d
j,j−k is equal to the constant Cd,j,k defined in [2], (recall that cj−1,d−1 :=

1
cd−1,j−1

), we conclude that

|x|j−dKd
j,j−kQ

d
j,j−k(x, n) = ωI,j,k(x, n),

where the functional ωI,j,k given in [2, Theorem 3.1] satisfies the integral equation

∫

Ldj
Vk(X ∩ Lj) dLj =

∫

norX

∑

|I|=j−1−k
I⊂{1,...,d−1}

ωI,j,k

∏
i∈I κi∏d−1

i=1

√
1 + κ2

i

dHr−1 = αdj,j−k(X),

(20)

for all 0 ≤ k < j ≤ d, whenever X ⊆ Rd is a set of positive reach and the origin is
chosen such that condition (19) is satisfied, cf. Remark 3.

Having made these two important remarks, the following Theorem can be proven
easily.
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Theorem 1 (Rotational Crofton Formula). Let X ⊂ Rd be a compact subset of
positive reach and assume origo is chosen such that condition (19) is satisfied. Then,

αdj,k(X) = cd−r,j−r

∫

Ldr
αrj,k(X ∩ Lr) dLr,

for all 0 ≤ k < r ≤ j ≤ d.

Remark 7. With Remark 4 in mind, we notice that [8, Theorem] and Proposition 1
are special cases of Theorem 1 for r = j and d = j, respectively. The case r = k is
not covered by Theorem 1. Nevertheless, for r = j = k, formula (20) implies

αdr,r(X) =

∫

Ldr
V0(X ∩ Lr) dLr = cd−r,r−r

∫

Ldr
αrr,r(X ∩ Lr) dLr.

Proof of Theorem 1. On the one hand, we have, according to Remark 6 and under
the mild assumption on the choice of origo,

αdj,k(X) =

∫

Ldj
Vj−k(X ∩ Lj) dLj

for all 0 < k ≤ j ≤ d. The case k = 0 follows from the Blaschke-Petkantschin
formula, cf. [7, Proposition 4.5],

∫

Ldj
Vj(X ∩ Lj) dLj =

∫

Ldj

∫

X∩Lj

dxj dLj = cd−1,j−1

∫

X

|x|j−d dxd = αdj,0(X).

On the other hand, Proposition 1 and [7, (3.17)] imply

∫

Ldj
Vj−k(X ∩ Lj) dLj =

∫

Ldj

∫

Ljr
αrj,k(X ∩ Lj ∩ Lr) dLr dLj

= cd−r,j−r

∫

Lr
αrj,k(X ∩ Lr) dLr,

for all 0 ≤ k < r ≤ j ≤ d.
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5 Proofs

Proof of Proposition 2. If k = r−1, there is only one possible choice for q satisfying
r > q ≥ k and the proof is complete. Assume that r > q > k ≥ 0. Crofton’s formula
for sets of positive reach and the measure decomposition (6) imply

cq,q−1,q−k−1

∫

Fr
q

Vq−k(Y ∩ Fq) d(Fq, O)d−r dFq

= cq,q−1,q−k−1

∫

Lrq

∫

L⊥q

Vq−k(Y ∩ (Lq + x))|x|d−r dxr−q dLq

=

∫

Lrq

∫

L⊥q

|x|d−r
∫

Fq
q−1

Vq−k−1((Y − x) ∩ Lq ∩ Fq−1) dFq−1 dxr−q dLq

=

∫

Lrq

∫

L⊥q

|x|d−r
∫

Lqq−1

∫

L⊥q−1∩Lq

Vq−k−1(Y ∩ (Lq−1 + x+ y)) dy1 dLq−1 dxr−q dLq.

An application of the measure transformation dLqq−1 dLrq = dLrq(q−1) dLrq−1, cf. [7,

(3.15)], and of the orthogonal decomposition L⊥q−1 = L⊥q ⊕ (L⊥q−1 ∩ Lq), turns the
last expression into
∫

Lrq−1

∫

Lr
q(q−1)

∫

L⊥q

|x|d−r
∫

L⊥q−1∩Lq

Vq−k−1(Y ∩ (Lq−1 + x+ y)) dy1 dxr−q dLq(q−1) dLq−1

=

∫

Lrq−1

∫

L⊥q−1

Vq−k−1(Y ∩ (Lq−1 + z))

∫

Lr
q(q−1)

|p(z|L⊥q )|d−r dLq(q−1) dzd−q+1 dLq−1.

It can be shown, as we shall see in Remark 11, that
∫

Lr
q(q−1)

|p(z|L⊥q )|d−rdLq(q−1) = |z|d−rσr−q
2
B

(
1

2
,
d− q

2

)
, (21)

whenever z ∈ L⊥q−1. Thus,
∫

Lrq−1

∫

L⊥q−1

Vq−k−1(Y ∩ (Lq−1 + z))

∫

Lr
q(q−1)

|p(z|L⊥q )|d−r dLq(q−1) dzd−q+1 dLq−1

=
σr−q

2
B

(
1

2
,
d− q

2

)∫

Fr
q−1

Vq−k−1(Y ∩ Fq−1) d(Fq−1, O)d−r dFq−1.

Since cq,q−1,q−k−1 = σq+1

2B( q−k
2
, 1
2

)
, we conclude that

∫

Fr
q

Vq−k(Y ∩ Fq) d(Fq, O)d−r dFq

=
σr−qB

(
1
2
, d−q

2

)
B
(
q−k

2
, 1

2

)

σq+1

∫

Fr
q−1

Vq−k−1(Y ∩ Fq−1) d(Fq−1, O)d−r dFq−1,

for all 0 ≤ k < q < r. A routine calculation shows that

σr−q B
(

1
2
, d−q

2

)
B
(
q−k

2
, 1

2

)

σq+1 cd−q−1,r−q−1 cd,q,q−k
=

1

cd−(q−1)−1,r−(q−1)−1 cd,q−1,q−1−k
,

10



therefore,

αr,k(Y ) =
1

cd−(q−1)−1,j−(q−1)−1 cd,q−1,q−1−k

∫

Fr
q−1

Vq−1−k(Y ∩Fq−1) d(Fq−1, O)d−r dFq−1.

Hence, in the definition of αrd,k, the variable q can be replaced by q − 1. A recursive
argument implies that αrd,k is independent of q.

Proof of Proposition 3. Without loss of generality, we will use the representation
(12) of αrd,s (i.e. q = r − 1). Let Lr ∈ Ldr be a fixed r-dimensional subset of Rd and
let Y ⊂ Lr be a compact set of positive reach. The case s = 0 holds by definition,
cf. formula (13). Assume that 0 < s < r − 1. According to (12),

cd,r,r−1,s α
r
d,s(Y ) =

∫

Fr
r−1

Vr−s−1(Y ∩ Fr−1) d(Fr−1, O)d−r dFr−1

=

∫

Lrr−1

I(Lr−1) dLr−1,

where

I(Lr−1) =

∫

L⊥r−1

Vr−s−1(Y ∩ (Lr−1 + x)) |x|d−rdx1.

Note that cd,r,r−1,s = cd−r,0 cd,r−1,r−s−1 = cd,r−1,r−s−1. Let Lr−1 ∈ Lrr−1 be a fixed
(r− 1)-dimensional subspace of Lr and let ω1 be a unit vector st. span{ω1} = L⊥r−1.
Let ωr−1 be a simple unit (r−1)-vector orienting Lr−1 such that 〈ω1∧ωr−1,Ωr〉 = 1.
We define the two volume forms, Ω1 and Ωr−1, to be the dual vectors of ω1 and ωr−1,
respectively. Define

f : norY \ {(x, n) |n⊥Lr−1} → Rr × Sr−2(Lr−1)

f(x, n) = (x, π(n|Lr−1))

and

g : norY → L⊥r−1

g(x, n) = 〈x, ω1〉ω1 = p(x|L⊥r−1).

Since the differential of the spherical projection πL : n 7→ π(n|L) is

DπL(n)v =
p(v|L ∩ n⊥)

|p(n|L)| ,

cf. [8, Lemma 2], we have

D(x,n)f(u, v) =

(
u,
p(v|Lr−1 ∩ n⊥)

|p(n|Lr−1)|

)

and the linearity of g implies

D(x,n)g(u, v) = g(u, v) = 〈u, e〉e = p(u|L⊥r−1)

for all (u, v) ∈ Tan (norY, (x, n)). Next, we show that for almost all z ∈ L⊥r−1, the
point (x, n) ∈ norY is uniquely determined by the projection f(x, n) = (x, n0) for
Hr−2-a.a. (x, n0) ∈ f(g−1(z)).

11



Lemma 1. For almost all Lr−1 ∈ Lrr−1 and H1-almost all z ∈ L⊥r−1,

Hr−2
(
{(x, n0) ∈ f(g−1(z)) : card f−1{(x, n0)} > 1}

)
= 0.

Remark 8. Let f (z) be the restriction of f to g−1(z). Note that f is well defined
on the set g−1(z) only when Lr−1 + z and Y do not touch, which is the case for
almost all pairs (Lr−1, z). When Y and Lr−1 + z do not touch, there is no point
(y, n) ∈ norY such that y ∈ Lr−1 +z and n ∈ L⊥r−1, i.e f is well-defined at all points
(y, n) ∈ norY with y ∈ Lr−1 + z. Since the normal bundle, norY , is compact, the
function f can be extended to a locally Lipschitz (differentiable!) function on an
open set containing g−1(z) \ {(y, n) |n⊥Lr−1}. Thus, the assumptions for the area
and coarea formulae are satisfied, cf. [5].

Proof. Assume that Lr−1 + z and norY are do not touch, i.e. that (18) is satisfied.
Then, f(x, n) is well-defined for all (x, n) ∈ norY ∩ (Lr−1 + z)× Rd. Let N be the
subset of norY where f is well-defined but not injective. More precisely N is the set
of all (x, n) ∈ norY with n /∈ L⊥r−1 such that there exist n′ 6= n with (x, n′) ∈ norY
and n′ /∈ L⊥r−1 and f(x, n) = f(x, n′). It is enough to show that

Hr−2(f(N ∩ g−1(z))) ≤
∫

N∩g−1(z)

Jr−2f
(z) dHr−2 = 0,

for almost all z ∈ L⊥r−1, cf. [5, (3.2.3)]. Using the coarea formula, [5, (3.2.22)], we
obtain∫

L⊥r−1

∫

N∩g−1(z)

Jr−2f
(z) dHr−2 dz =

∫

N

Jr−2f
(z)(x, n)J1g(x, n)Hr−1(d(x, n)).

Without loss of generality, assume that Tan (Y, (x, n)) is the (r − 1)-dimensional
subspace given by (16), cf. [5, (3.2.19)]. Note that

kerD(x,n)g = (Lr−1 × Rr) ∩ Tan (Y, (x, n)) = Tan (g−1(z), (x, n)).

If dim kerD(x,n)g ≥ r − 1, then J1g(x, n) must be equal to zero. Let us assume
that dim kerD(x,n)g ≤ r − 2. Since the domain of D(x,n)f

(z) is equal to kerD(x,n)g,
the (r − 2)-dimensional Jacobian of f (z) is zero if there exists a point (u, v) ∈
Tan (g−1(z), (x, n)) such that D(x,n)f

(z)(u, v) = 0. Note that (x, nt) :=
(
x, sin(1−t)θ

sin θ
n+

sin tθ
sin θ

n′
)
∈ g−1(z) for all t ∈ [0, 1], where θ = ∠(n, n′). By definition of the tangent

cone, we have

(0, π(n− n′|n⊥)) = lim
t↓0

(x, nt)− (x, n)

|(x, nt)− (x, n)| ∈ Tan (g−1(z), (x, n)).

Since, p(n′|Lr−1 ∩ n⊥) = p(p(n′|Lr−1)|Lr−1 ∩ n⊥) = p(n|Lr−1 ∩ n⊥) = 0, we deduce
that D(x,n)f

(z)(0, π(n− n′|n⊥)) = 0 and therefore, Jf (z)(x, n) = 0.

Given a subspace Lj ∈ Lrj and y ∈ L⊥j such that Lj + y and Y do not touch, the
restriction of the normal bundle of Y ∩ (Lj + y) to Lj + y is given by

nor (j)(Y ∩ (Lj + y)) = {(x, π(n, Lj)) |x ∈ Y ∩ (Lj + y) and (x, n) ∈ norY }, (22)

i.e. the intersection of norY +nor (Lj+y) with (Lj+y)×Sr−1, see [4, Theorem 4.10].
The corresponding orienting unit vectorfield aY ∩(Lj+x) will be computed later.
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Lemma 2. Let Y ⊆ Rr be a compact set with positive reach and let Lr−1 ∈ Lrr−1.
Then,

NY ∩(Lr−1+z) = f]〈NY , g, z〉
for almost all z ∈ L⊥r−1, whenever Y and Lj + z do not touch.

Proof. Applying [5, Section 4.3.8 and 4.3.13] (with n = 1 and m = r − 1) to the
integral current (15), we get

〈NY , g, z〉 = (Hr−1−1xg−1(z)) ∧ ζ (23)

for almost all z ∈ L⊥j−1. Here, ζ is the (r − 2)-vectorfield such that

ζ(x, n) =
aY (x, n)x

〈
Ω1,
∧1Dg(x, n)

〉

J1g(x, n)
= aY (x, n)x

〈
Ω1,
∧1

Dg(x, n)
〉

(24)

(because J1g(x, n) =
√

det(Dg(x, n)Dg(x, n)t) = 1). Applying the area formula for
currents [5, Section 4.1.30] to (23), we obtain

f]〈NY , g, z〉 =
(
Hr−2xf(g−1{z})

)
∧ η,

with unit vector field

η(x, v) =

(∧
r−2Df(f−1(x, v))

)
ζ(f−1(x, v))

Jr−2f(f−1(x, v))
. (25)

for H2r−3-almost all (x, v) ∈ g−1(z)× Sr−2(Lr−1). Whenever norY and Lr−1 + z do
not touch, then f(g−1(z)) is equal to the normal bundle nor (r−1)(Y ∩ (Lr−1 + z)).
Hence, in order to prove the lemma, it is enough to check that the orientation of
the respective orienting vectorfields, aX∩(Lr−1+z) and η, have the same orientation.
By convention, the orientation of aX∩(Lr−1+z) is chosen such that

〈
aX∩(Lr−1+z)(x, n),

ϕ
(r−1)
k(x,n)(n)

〉
> 0, where k(x, n) is the number of principal curvatures at (x, n) that

are 0. Hence, we have to check that
〈
η(x, n), ϕ

(r−1)
k(x,n)(n)

〉
> 0. By combining (25)

and (24), we see that η is proportional to
∧
r−2Df

(
aY ∩(Lr−1+z)xg#Ω1

)
with some

strictly positive proportionality constant λ. Thus,

λ
〈
η(x, n), ϕ

(r−1)
k(x,n)(x, n)

〉
= λ

〈
aY ∩(Lr−1+z)(x, n), g#Ω1 ∧ f#ϕ

(r−1)
k(x,n)(x, n)

〉
≥ 0

and the inequality is strict when k(x, n) is the number of zero principal curvatures
at (x, n), cf. (29) below.

Using the normal current of Y ∩ (Lr−1 + |x|), the integral I(Lr−1) can be written
as

I(Lj−1) =

∫

L⊥r−1

Vr−s−1(Y ∩ (Lr−1 + x))|x|d−rdx1

=

∫

L⊥r−1

NY ∩(Lr−1+x)(φ
(r−1)
r−s−1)|x|d−rdx1.

13



By applying Lemma 2 and the coarea formula for currents, [5, Section 4.3.13], we
obtain

I(Lr−1) =

∫

L⊥r−1

|x|d−rNY ∩(Lr−1+x)(φ
(r−1)
r−s−1) dx1

=

∫

L⊥r−1

|x|d−rf]〈NY , g, x〉(φ(r−1)
r−s−1) dx1

=

∫

L⊥r−1

|x|d−r〈NY , g, x〉(f ]φ(r−1)
r−s−1) dx1

= NY xg](q · Ω1)(f ]φ
(r−1)
r−s−1)

=

∫

norY

〈aY , g](q · Ω1) ∧ f ]φ(r−1)
r−s−1〉 dHr−1,

where q(x) = |x|d−r, x ∈ Rr. Using the shuffle formula, [5, Section 1.4.2], the inte-
grand can be written

〈aY , g](q · Ω1) ∧ f ]φ(r−1)
r−s−1〉

=
r−1∑

i=1

(−1)i+1
〈
(ui, vi), g

](q · Ω1)
〉

·
〈

(u1, v1) ∧ · · · ∧ (̂ui, vi) ∧· · ·∧ (ur−1, vr−1), f ]φ
(r−1)
r−s−1

〉
. (26)

The second term can we expressed more explicitly (for the definition of the push-
forward, the reader is referred to [5, Section 4.1.6]),
〈

(u1, v1) ∧ · · · ∧ (̂ui, vi) ∧ · · · ∧ (ur−1, vr−1), f ]φ
(r−1)
r−s−1(x, n)

〉

=
〈[∧

r−2
Df(x, n)

]
(u1, v1) ∧ · · · ∧ (̂ui, vi) ∧ · · · ∧ (ur−1, vr−1), φ

(r−1)
r−s−1 ◦ f(x, n)

〉

=

〈∧
j∈{1,...,r−1}\{i}

(
uj,

p(vj|Lr−1 ∩ n⊥)

|p(n|Lr−1)|

)
, φ

(r−1)
r−s−1(π(n|Lr−1))

〉

=
1

σs

∑

|J |=r−s−1
J⊂{1,...,r−1}\{i}

(sgn J)

〈∧

j∈J
uj ∧

∧

j∈Jc

(
p(vj|Lr−1 ∩ n⊥)

|p(n|Lr−1)|

)
∧ π(n|Lr−1),Ωr−1

〉

=
1

σs

1

|p(n|Lr−1)|s

×
∑

|J |=r−s−1
J⊂{1,...,r−1}\{i}

(sgn J)

〈∧

j∈J
uj ∧

∧

j∈Jc

p(vj|Lr−1 ∩ n⊥) ∧ p(n|Lr−1),Ωr−1

〉
,

(27)

for all (x, n) ∈ norY . Here, sgn J is the number of permutations needed to map
J ∪ J c into (1, . . . , r − 1) \ {i}, where J and J c are sorted in increasing order. The
first term in (26) can be expressed as

〈(ui, vi), g](q · Ω1(x, n))〉 = 〈Dg(x, n)(ui, vi), q ◦ g(x, n) · Ω1 ◦ g(x, n)〉
= |p(x|L⊥r−1)|d−r

〈
p(ui|L⊥r−1),Ω1

〉
. (28)
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By inserting into (27) and (28) the explicit representation of aY given in (16), we
can write (26) as

〈aY , g](q · Ω1) ∧ f ]φ(r−1)
r−s−1〉

=
r−1∑

i=1

∑

|J |=r−s−1
J⊂{1,...,r−1}\{i}

(−1)i+1(sgn J)|p(x|L⊥r−1)|d−r
σs|p(n|Lr−1)|s

∏
l∈Jc κl∏r−1

l=1

√
1 + κ2

l

×
〈
p(ai|L⊥r−1),Ω1

〉〈∧

j∈J
aj ∧

∧

j∈Jc

p(aj|Lr−1 ∩ n⊥) ∧ p(n|Lr−1),Ωr−1

〉
.

Note that (−1)i+1(sgn J) is the sign of the permutation necessary to order {i}∪J∪J c
increasingly. Moreover, orthogonal projections are orientation preserving (eigenval-
ues are either 0 or 1), therefore,

(−1)i+1(sgn J)
〈
p(ai|L⊥r−1),Ω1

〉〈∧

j∈J
aj ∧

∧

j∈Jc

p(aj|Lr−1 ∩ n⊥) ∧ p(n|Lr−1),Ωr−1

〉

= (−1)i+1(sgn J)
〈
p(ai|L⊥r−1),Ω1

〉〈 ∧

j∈J∪Jc

p(aj|Lr−1 ∩ n⊥) ∧ p(n|Lr−1),Ωr−1

〉

=

〈 i−1∧

j=1

p(aj|Lr−1 ∩ n⊥) ∧ p(ai|L⊥r−1) ∧
r−1∧

j=i+1

p(aj|Lr−1 ∩ n⊥) ∧ p(n|Lr−1),Ωr

〉

> 0,

where we used the decomposition

aj = p(aj|Lr−1 ∩ n⊥) + p(aj|π(n|Lr−1)) + p(aj|L⊥r−1)

for the first equality. Thus,

〈aY , g](q · Ω1) ∧ f ]φ(r−1)
r−s−1〉

=
1

σs

r−1∑

i=1

∑

|J |=r−s−1
J⊂{1,...,r−1}\{i}

|p(x|L⊥r−1)|d−r
|p(n|Lr−1)|s

∏
l∈Jc κl∏r−1

l=1

√
1 + κ2

l

×
∣∣ 〈p(ai|L⊥r−1),Ω1

〉 ∣∣
∣∣∣
〈 ∧

j∈J∪Jc

p(aj|Lr−1 ∩ n⊥) ∧ p(n|Lr−1),Ωr−1

〉∣∣∣

=
1

σs

r−1∑

i=1

∑

|J |=r−s−1
J⊂{1,...,r−1}\{i}

|p(x|L⊥r−1)|d−r|p(ai|L⊥r−1)|2
|p(n|Lr−1)|s

∏
l∈Jc κl∏r−1

l=1

√
1 + κ2

l

,

where the last equality follows from [7, Proposition 5.2]. Applying the re-indexing
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identity

r−1∑

i=1

∑

|J |=r−s−1
J⊂{1,...,r−1}\{i}

∏
l∈Jc κl∏r−1

l=1

√
1 + κ2

l

|p(ai|L⊥r−1)|2

=
∑

|J |=s−1
J⊂{1,...,r−1}

∏
l∈J κl∏r−1

l=1

√
1 + κ2

l

∑

i∈Jc

|p(ai|L⊥r−1)|2,

we conclude that

cd,r−1,r−s−1α
r
d,s(Y ) =

∫

Lrr−1

I(Lr−1) dLr−1

=

∫

Lrr−1

∫

norY

〈aY , g](q · Ω1) ∧ f ]φ(r−1)
r−s−1〉 dHr−1 dLr−1

=

∫

norY

∫

Lrr−1

〈aY , g](q · Ω1) ∧ f ]φ(r−1)
r−s−1〉 dLr−1 dHr−1

=
1

σs

∫

norY

|x|d−r
∑

|J |=s−1
J⊂{1,...,r−1}

∏
j∈J κj

∏r−1
j=1

√
1 + κ2

j

Q̃d
r,s(x, n,AJ) dHr−1, (29)

where

Q̃r
d,s(x, n,AJ) =

∫

Lrr−1

|p(x/|x||L⊥r−1)|d−r
|p(n|Lr−1)|s

∑

i∈Jc

|p(ai|L⊥r−1)|2 dLr−1.

In the remainder of this section, we shall prove that the above expression for
Q̃r
d,s can be written in terms of two hypergeometric series.

The hypergeometric series and the Gamma function have been introduced earlier.
The Beta function, B(a, b) = B(b, a), is defined for all a, b > 0 as

B(a, b) =

∫ 1

0

ta−1(1− t)b−1 dt

and is often expressed in terms of the Gamma function as

B(a, b) =
Γ(a)Γ(b)

Γ(a+ b)
.

Lemma 3. Let α, β ∈ [0, 1] with α + β = 1. Then, for all k > 0, a ∈ R, b > − 1
k

and c > −1,

∫ 1

0

(
α + βtk

)−a
(tk)b(1− tk)c dt

= 1
k
B
(
b+ 1

k
, c+ 1

)
F
(
a, c+ 1; c+ b+ 1

k
+ 1; β

)
.

(30)

When β = 1, the extra assumption b+ 1
k
> a is necessary.
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Proof. According to [1, 15.3.1], the analytic continuation of the hypergeometric func-
tion is given by

F (a, b; c; β) =
1

B (b, c− b)

∫ 1

0

(1− βs)−a(1− s)c−b−1sb−1 ds

whenever c > b > 0. Hence, a substitution by s = 1− rk proves the Lemma.

Remark 9. In the special case where a = 0 and k = 2, Lemma 3 yields the identity

∫ 1

−1

(t2)b(1− t2)c dt = B

(
b+

1

2
, c+ 1

)
.

Lemma 4. Let x, z ∈ Sd−1, m,n ∈ N. Then,
∫

Sd−1

|x · ω|m|z · ω|n dωd−1

= σd−2B

(
n+m+ 2

2
,
d− 2

2

)
B

(
m+ 1

2
,
n+ 1

2

)
F

(
−m

2
,−n

2
;
1

2
; cos2(x, z)

)
.

(31)

Proof. This Lemma was proven in [3] for any even natural number n. The exact
same procedure as the one in the proof of Proposition 4 below, in particular the use
of Lemma 6, shows that (31) also holds when n is odd. The details are omited here.
In order to prove the main results of the present paper, the special case where n = 2
is sufficient, though.

Remark 10. Let Ld−1 be a (d − 1)-dimensional subspace of Rd, with z ∈ Ld−1 and
x /∈ L⊥d−1. Then, for all m,n ∈ N,

∫

Sd−2(Ld−1)

|x · ω|m|z · ω|n dωd−1

= σd−3B

(
n+m+ 2

2
,
d− 3

2

)
B

(
m+ 1

2
,
n+ 1

2

)

× cosm(x, Ld−1)F

(
−m

2
,−n

2
;
1

2
; cos2(π(x|Ld−1), z)

)
.

Recall that the binomial coefficient
(
a
k

)
is defined for all a ∈ R and all k ∈ N by

(
a

k

)
=

(−a)k(−1)k

k!
=





Γ(a+1)
Γ(a−k+1)Γ(k+1)

for a > 0,

Γ(a+k)(−1)k

Γ(a)Γ(k+1)
for a < 0,

0 for a = 0.

Lemma 5. For all a ∈ R and all s ∈ N,

(
a

2s

)
=

(a
2
s

)(a−1
2
s

)
(

2s
s

) 22s.
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Proof. A routine calculation yields

(
a

2s

)
=

Γ(a+ 1)

Γ(2s+ 1)Γ(a− 2s+ 1)
=

(
a
2

s

)(
a−1

2

s

)
Γ(1

2
)Γ( s+1

2
)

Γ(s+ 1
2
)

=

(a
2
s

)(a−1
2
s

)
(

2s
s

) 22s.

For the second equality, we applied the duplication formula on each Gamma function
appearing in the second term, and for the third equality, we applied the duplication
formula to Γ(2s+ 1).

Lemma 6. For all a ∈ R and any function f , the following identity holds,

∞∑

k=0

(
a
2

k

) k∑

l=0

(
k

l

)
2k−lf(k + l) =

a
2∑

s=0

(
a

2s

)
f(2s),

where the double sum on the l.h.s. is over k and l with the same parity only.

Proof. Substition of k + l by 2s yields

∞∑

k=0

(
a
2

k

) k∑

l=0

(
k

l

)
2k−lf(k + l) =

∞∑

s=0

s∑

l=0

(
a
2

2s− l

)(
2s− l
l

)
22s−2lf(2s).

Applying the duplication formula to Γ(2s− 2l + 1), we get

(
a
2

2s− l

)(
2s− l
l

)
22s−2l =

Γ(a
2

+ 1)

Γ(a
2
− 2s+ l + 1)

22s−2l

Γ(l + 1)Γ(2s− 2l + 1)

=
Γ(a

2
+ 1)

Γ(a
2
− 2s+ l + 1)

Γ(1
2
)

Γ(l + 1)Γ(s− l + 1)Γ(s− l + 1
2
)

=

(
a
2

s

)(
s− 1

2

l

)(
a−1

2
− (s− 1

2
)

s− l

)
Γ(1

2
)Γ(s+ 1)

Γ(s+ 1
2
)

.

Then, the well-known identity,
∑k

l=0

(
m
l

)(
n−m
k−l
)

=
(
n
k

)
, valid for any complex numbers

m and n, and the duplication formula applied to Γ(2s+ 1) imply

s∑

l=0

(
a
2

2s− l

)(
2s− l
l

)
22s−2l =

(a
2
s

)(a−1
2
s

)
(

2s
s

) 22s.

Thanks to Lemma 5, the proof is complete.

Proposition 4. Let x, y and z be unit vectors in Rd with y⊥z and let a, b, c ∈ Z.
Then, if x 6= y and x /∈ y⊥, the following identity holds,

∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b|z · ω|c dωd−1

= σd−2 |x · y|aB
(
a

2
+

1

2
,
b+ c+ d− 1

2

)
B

(
c

2
+

1

2
,
d− 2

2

)

×
∞∑

s=0

(
−a

2

)
s

(
b+c+d−1

2

)
s(

c+d−1
2

)
s

(−1)s

s!
tan2s(x, y)F

(
−s,− c

2
;
1

2
;
cos2(x, z)

sin2(x, y)

)
,
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whenever both sides of the equation converge. Moreover, for x = ±y,

∫

Sd−1

|y · ω|a
√

1− (y · ω)2
b|z · ω|c dωd−1

= σd−2B

(
a

2
+

1

2
,
b+ c+ d− 1

2

)
B

(
c

2
+

1

2
,
d− 2

2

)
,

and, for x⊥y,

∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b|z · ω|c dωd−1

= σd−3B

(
a+ b+ c+ d− 1

2
,
1

2

)
B

(
a+ c+ 2

2
,
d− 3

2

)

×B
(
a+ 1

2
,
c+ 1

2

)
F

(
−a

2
,− c

2
;
1

2
; cos2(x, z)

)
.

Proof. The mapping

f : Sd−1 → [−1, 1]

ω 7→ ω · y = t

has 1-dimensional Jacobian J1f(ω) =
√

1− (ω · y)2 for all ω ∈ Sd−1 \ {y}. The
coarea formula implies

∫

Sd−1

h(ω) dωd−1 =

∫ 1

−1

∫

Sd−1∩f−1(t)

1√
1− t2

h(ω) dωd−2 dt,

for any positive, Hd−1-measurable function h : Sd−1 → R. Then, an application of
the area formula with the injective mapping (whenever t ∈ (−1, 1))

g : Sd−1 ∩ f−1(t)→ Sd−2(y⊥)

ω 7→ π(ω|y⊥),

with (d− 2)-dimensional Jacobian Jd−2g(ω) =
√

1− (ω · y)2
2−d

, yields

∫

Sd−1

h(ω) dωd−1 =

∫ 1

−1

∫

Sd−2(y⊥)

√
1− t2d−3

h(ty +
√

1− t2ω) dωd−2 dt.

Therefore,

∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b|z · ω|c dωd−1

=

∫ 1

−1

∫

Sd−2(y⊥)

√
1− t2d+b+c−3|x · (ty +

√
1− t2ω)|a|z · ω|c dωd−2 dt,
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and by a double application of the binomial formula, the last expression becomes

∞∑

k=0

(
a
2

k

)∫ 1

−1

√
1− t2d+b+c−3

∫

Sd−2(y⊥)

(t2(x · y)2)
a
2
−k

×
(

(1− t2)(x · ω)2 + 2t
√

1− t2(x · y)(x · ω)
)k

dωd−2 dt

=
∞∑

k=0

(
a
2

k

) k∑

l=0

(
k

l

)
2k−l|x · y|a−2k(x · y)k−l

∫ 1

−1

|t|a−2ktk−l
√

1− t2d+k+l+b+c−3
dt

×
∫

Sd−2(y⊥)

(x · ω)2l(x · ω)k−l|z · ω|c dωd−2.

Notice that both integrals are non-zero only if k an l have the same parity. Then,
using Remark 9 and Lemma 4, we get
∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b|z · ω|c dωd−1

= σd−3|x · y|a
∞∑

k=0

(
a
2

k

) k∑

l=0

(
k

l

)
2k−l tank+l(x, y)

×B
(
a

2
− k + l

2
+

1

2
,
d

2
+
k + l

2
+
b+ c

2
− 1

2

)
B

(
c

2
+
k + l

2
+ 1,

d− 3

2

)

×B
(
k + l

2
+

1

2
,
c

2
+

1

2

)
F

(
−k + l

2
,− c

2
;
1

2
; cos2(x1, z)

)
,

where x1 = π(x|y⊥) and the double sum is over k and l with the same parity only.
Finally, an application of Lemma 6 yields

∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b|z · ω|c dωd−1

= 2σd−2|x · y|a
∞∑

s=0

(
a

2s

)
B

(
a

2
− s+

1

2
,
d

2
+ s+

b+ c

2
− 1

2

)

× tan2s(x, y)B

(
c

2
+ s+ 1,

d− 3

2

)

×B
(
s+

1

2
,
c

2
+

1

2

)
F

(
−s,− c

2
;
1

2
; cos2(x1, z)

)
.

Using the duplication formula for the Gamma function, the following identity can
be derived,

σd−3

(
a

2s

)
B

(
a

2
− s+

1

2
,
d

2
+ s+

b+ c

2
− 1

2

)

×B
(
c

2
+ s+ 1,

d− 3

2

)
B

(
s+

1

2
,
c

2
+

1

2

)

= σd−2B

(
a

2
+

1

2
,
b+ c+ d− 1

2

)
B

(
c

2
+

1

2
,
d− 2

2

) (−a
2

)
s

(
b+c+d−1

2

)
s(

c+d−1
2

)
s

(−1)s

s!
.
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The proof of the first identity is complete. The two remaining identities are easily
proven by a slight modification of the above argument.

Remark 11. Alternatively, the three identities in Proposition 4 can be written as

∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b|z · ω|c dωd−1

= σd−2B

(
a

2
+

1

2
,
b+ c+ d− 1

2

)
B

(
c

2
+

1

2
,
d− 2

2

)

×
∞∑

s=0

(
−a

2

)
s

(
− c

2

)
s

(
b+c+d−1

2

)
s(

1
2

)
s

(
c+d−1

2

)
s

cos2s(x, z)

s!

× F
(
−a

2
+ s,− b

2
;
c+ d− 1

2
+ s; sin2(x, y)

)
.

Then, for b = 0, it is easy to check that Proposition 4 is Lemma 4, exactly. For a = 0
or c = 0, Proposition 4 is equivalent to [3, Proposition 4], i.e.

∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b
dωd−1

= σd−1B

(
a

2
+

1

2
,
b+ d− 1

2

)
F

(
−a

2
,− b

2
;
d− 1

2
; sin2(x, y)

)
. (32)

Recall the identity (21) in the proof of Proposition 2. Using [7, Proposition 3.5], we
notice that

2

∫

Lj
q(q−1)

|p(z|L⊥q )|d−j dLq(q−1) =

∫

Sj−q(L⊥q−1)

|p(z|(Lq−1 ⊕ ω)⊥)|d−j dωj−q

= |z|d−j
∫

Sj−q(L⊥q−1)

√
1−

(
z

|z| · ω
)2

d−j

dωj−q,

where we used z ∈ L⊥q−1 for the second equality. An application of (32) with a = 0
yields (21).

In the special case where c = 2, it is easily seen using Remark 11, that

∫

Sd−1

|x · ω|a
√

1− (y · ω)2
b|z · ω|2 dωd−1

=
σd−1

d− 1
B

(
a

2
+

1

2
,
b+ d+ 1

2

)[
F

(
−a

2
,− b

2
;
d+ 1

2
; sin2(x, y)

)

+
a(b+ d+ 1)

d+ 1
cos2(x, z)F

(
−a

2
+ 1,− b

2
;
d+ 3

2
; sin2(x, y)

)]
. (33)

When (x, n) ∈ norY and ai(x, n) is the i’th principal direction at (x, n), we have,
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thanks to formula (33),

Q̃r
d,s(x, n,AJ) =

∫

Lrr−1

|p(x/|x||L⊥r−1)|d−r
|p(n|Lr−1)|s

∑

i∈Jc

|p(ai|L⊥r−1)|2dLr−1

=
1

2

∫

Sr−1

|x · ω|d−r
√

1− (n · ω)2
−s∑

i∈Jc

|ai · ω|2 dωr−1

=
(r − s)σr−1

2(r − 1)
B

(
d− r

2
+

1

2
,
r − s+ 1

2

)
Qr
d,s,

where

Qr
d,s := F

(
−d− r

2
,
s

2
;
r + 1

2
; sin2(x, n)

)

+
(d− r)(r − s+ 1)

r + 1

cos2(x,AJ)

r − s F

(
−d− r

2
+ 1,

s

2
;
r + 3

2
; sin2(x, n)

)
.

Combining with (29), we obtain

αrd,s(X) = Kr
d,s

∫

norY

|x|d−r
∑

|J |=s−1
J⊂{1,...,r−1}

∏
j∈J κj

∏r−1
j=1

√
1 + κ2

j

Qr
d,s(x, n,AJ)dHr−1,

with

Kr
d,s :=

(r − s)σr−1B
(
d−r

2
+ 1

2
, r−s+1

2

)

2(r − 1)cd,r−1,r−s−1σs

=
(r − s)σr−1 σd−r+1

2(r − 1)σs σd cd−1,r−1

Γ
(
d−r+1

2

)
Γ
(
r−s+1

2

)
Γ
(
r−s

2

)
Γ
(
d+1

2

)

Γ
(
r
2

)
Γ
(
d−s+1

2

)
Γ
(
d−s+2

2

)

=
r − s

(r − 1)σs cd−1,r−1

Γ
(
r−s

2

)
Γ
(
r−s+1

2

)

Γ
(
r−1

2

)
Γ
(
r
2

) Γ
(
d
2

)
Γ
(
d+1

2

)

Γ
(
d−s+1

2

)
Γ
(
d−s+2

2

)

=
1

σs cd−1,r−1

Γ (r − s+ 1)

Γ (r)

Γ (d)

Γ (d− s+ 1)
.

The proof of Proposition 3 is now complete.

Lemma 7 (Two hypergeometric identities). For all d > 0, r ∈ R and z ∈ [−1, 1],

(r + 1)(r − 1)F

(
−d− r

2
,−1

2
;
r − 1

2
; z

)

= (r + 1)(r − 1)F

(
−d− r

2
,
1

2
;
r + 1

2
; z

)

− r(d− r)zF
(
−d− r

2
+ 1,

1

2
;
r + 3

2
; z

)
. (34)
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If z 6= 0, 1,−1, then, for all j, k ∈ R,

− (d− j)(d− j + k + 1)

d+ 1
F

(
d− j

2
+ 1,

j − k
2

;
d+ 3

2
; z

)

= (d− 1)
1− z
z

F

(
d− j

2
,
j − k

2
;
d− 1

2
; z

)

×
[
(j − d)− (d− 1)

1− z
z

]
F

(
d− j

2
,
j − k

2
;
d+ 1

2
; z

)
. (35)

Proof. First, apply [1, (15.2.17)] with a = −1
2
, b = −d−r

2
and c = r+1

2
to obtain

r − 1

2
F

(
−d− r

2
,−1

2
;
r − 1

2
; z

)

=
r

2
F

(
−d− r

2
,−1

2
;
r + 1

2
; z

)
− 1

2
F

(
−d− r

2
,
1

2
;
r − 1

2
; z

)
.

Then, an application of [1, (15.2.15)] to the first term of the r.h.s. with a = −d−r
2

,
b = 1

2
and c = r+1

2
yields

r

2
F

(
−d− r

2
,−1

2
;
r + 1

2
; z

)

=
d

2
F

(
−d− r

2
,
1

2
;
r + 1

2
; z

)
− d− r

2
(1− z)F

(
−d− r

2
+ 1,

1

2
;
r + 1

2
; z

)
.

Furthermore, we can transform the second term of the r.h.s. of the last expression
using [1, (15.2.20)] with a = −d−r

2
+ 1, b = 1

2
and c = r+1

2
,

r + 1

2
(1− z)F

(
−d− r

2
+ 1,

1

2
;
r + 1

2
; z

)

=
r + 1

2
F

(
−d− r

2
,
1

2
;
r + 1

2
; z

)
− r

2
zF

(
−d− r

2
+ 1,

1

2
;
r + 3

2
; z

)
.

Hence, combining the three identities above, we obtain (34). Note that in (34), the
three hypergeometric series are absolute convergent on the circle of convergence,
|z| = 1, whenever d > 0, cf. [1, (15.1.1)].

According to [1, (15.2.20)] with a = d−j
2

+ 1, b = j−k
2

and c = d+1
2

, we have

− d− j + k + 1

2
zF

(
d− j

2
+ 1,

j − k
2

;
d+ 3

2
; z

)

=
d+ 1

2
(1− z)F

(
d− j

2
+ 1,

j − k
2

;
d+ 1

2
; z

)

− d+ 1

2
F

(
d− j

2
,
j − k

2
;
d+ 1

2
; z

)
.

The first term on the r.h.s. can be re-written using [1, (15.2.17)] with a = d−j
2

,

b = j−k
2

and c = d+1
2

,

d− j
2

F

(
d− j

2
+ 1,

j − k
2

;
d+ 1

2
; z

)

=
d− 1

2
F

(
d− j

2
,
j − k

2
;
d− 1

2
; z

)
− j − 1

2
F

(
d− j

2
,
j − k

2
;
d+ 1

2
; z

)
.
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Combining the last two identities, we obtain identity (35). Note that in (35), the
absolute convergence of F (d−j

2
, j−k

2
; d−1

2
; z) on the circle |z| = 1 requires that k > 1,

cf. [1, (15.1.1)].
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