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Abstract

A persistent diagram is a multiset of points in the plane describing the persistence of topological features of a compact set when a scale parameter varies. Since statistical methods are difficult to apply directly on persistence diagrams, various alternative functional summary statistics have been suggested, but either they do not contain the full information of the persistence diagram or they are two-dimensional functions. This paper suggests a new functional summary statistic that is one-dimensional and hence easier to handle, and which under mild conditions contains the full information of the persistence diagram. Its usefulness is illustrated in various statistical settings concerned with point clouds and brain artery trees.
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1 Introduction

1.1 Background and objective

Persistence homology is an algebraic method for measuring the persistence of \( k \)-dimensional topological features of shapes and of functions, i.e. their connected components if \( k = 0 \) and their \( k \)-dimensional holes otherwise (loops if \( d = 2 \) and voids if \( d = 3 \)). For the technical definition of persistence in terms of homology groups and filtrations of simplicial complexes, see Fasy et al. (2014) and the references therein. For Examples 1-10 in the present paper, it is only relevant to let \( k = 0 \) or \( k = 1 \).

Often a family of increasing or decreasing compact sets \( \{C_t\}_{t \geq 0} \) in \( \mathbb{R}^d \), where \( t \geq 0 \) has an interpretation as time or as a scale parameter, is used to describe the persistence. A simple example considered in this paper is a brain artery tree \( B \subset \mathbb{R}^3 \), see the left panel of Figure 1. Following Bendich et al. (2016), if \( k = 0 \), let \( C_t = \{(x, y, z) \in B : z \leq t\} \) be a sub-level set of the height function for the tree; we
Figure 1: A brain artery tree (left panel), its corresponding APF$_0$ (middle panel) obtained from the sub-level set of the height function, and its corresponding APF$_1$ (right panel) obtained from the sub-level set of the distance function.

refer to $\{C_t\}_{t \geq 0}$ as a Morse filtration. Consider the connected components of $C_t$ as $t$ increases: New components may appear (the case of births) or existing components may disappear (the case of deaths); in case two or more components emerge, only the oldest one survives; if there are two or more which are oldest, then we select one of them uniformly at random. The lifetime given by the difference between a corresponding birth and death is then the persistence of one or more connected components. Further details are given in Section 2.2, including the case $k = 1$ where $C_t$ is defined as a sub-level set of the distance function to 3000 points on the tree.

Technically speaking, for each dimension $k = 0, 1, \ldots$ and an index $i = 1, 2, \ldots$, we may have a number $c_i$ of homology classes born at scale $b_i$ and dying at scale $d_i$, and their persistence is given by the lifetime $l_i = d_i - b_i$. A popular graphical representation of the persistence of the $k$-dimensional topological features is the persistence diagram given by the multiset $\text{PD}_k$ of the points $(b_i, d_i)$ with multiplicities $c_i$. For example, in case of the Morse filtration described above, the persistence diagram specifies the connected component evolution of the threshold sets of the height function, and $c_i$ is the number of connected components with birth and death times $(b_i, c_i)$. In the majority of applications of persistence homology, including the analysis in Bendich et al. (2016) of brain artery trees, long lifetimes are of main interest whereas short lifetimes are considered as topological noise. Short lifetimes are of interest in the study of complex structures such as branch polymers and fractals, see MacPherson and Schweinhart (2012); and for brain artery trees Bendich et al. (2016) noticed in one case that “not-particularly-high persistence have the most distinguishing power in our specific application”. In Section 3.2-5.3 we demonstrate that short lifetimes will also be of key interest in many situations, including when analysing the brain artery trees dataset from Bendich et al. (2016).

Chazal et al. (2013) and Chen et al. (2015) note that it is difficult to apply statistical methodology to random persistent diagrams. Alternative functional summary statistics have been suggested: Bubenik (2015) introduces a sequence of one-dimensional functions called the persistent landscape, where his first function is denoted $\lambda_1$ and is considered to be of main interest, since it provides a measure of the dominant topological features, i.e. the longest lifetimes; therefore we call $\lambda_1$ the dominant function. Chazal et al. (2013) introduce the silhouette which is a
weighted average of the functions of the persistent landscape, where the weights control whether the focus is on topological features with long or short lifetimes. Moreover, Chen et al. (2015) consider a kernel estimate of the intensity function for the persistent diagram viewed as a point pattern. The dominant function, the silhouette, and the intensity estimate are one-dimensional functions and hence easier to handle than the persistence diagram, however, they provide selected and not full information about the persistence diagram. In Section 1.2, we introduce another one-dimensional functional summary statistic called the accumulative persistence function and discuss its advantages and how it differs from the existing functional summary statistics.

1.2 The accumulated persistence function

For simplicity and specificity, for each dimension $k$, we always assume that the persistence diagram $PD_k = \{(b_1, d_1, c_1), \ldots, (b_n, d_n, c_n)\}$ is such that $n < \infty$ and $0 \leq b_i < d_i < \infty$ for $i = 1, \ldots, n$. This assumption will be satisfied in the settings (i)-(ii) described in Section 2.1 and in our Examples 1, 2, 3, 5, 7, 9, and 10 with probability one (strictly speaking, in the settings (i)-(ii) and when $k = 0$, there is an infinite lifetime which just represents $\mathbb{R}^2$, but we ignore this infinite lifetime since it is not informative). We call $m_i = (b_i + d_i)/2$ a meanage and $RRPD_k = \{(m_1, l_1, c_1), \ldots, (m_n, l_n, c_n)\}$ a rotated and rescaled persistence diagram (RRPD). The top panels of Figure 3 show an example of a $PD_1$ and its corresponding $RRPD_1$.

Now, we define the **accumulative persistence function** (APF) by

$$APF_k(m) = \sum_{i=1}^{n} c_i l_i 1(m_i \leq m), \quad m \geq 0,$$

where $1(\cdot)$ is the indicator function and we suppress in the notation that $APF_k$ is a function of $RRPD_k$. Figure 1 shows the $APF_0$ and $APF_1$ associated to the brain artery tree shown in the left panel. Formally speaking, when $RRPD_k$ is considered to be random, it is viewed as a finite point process with multiplicities, see e.g. Daley and Vere-Jones (2003). It will always be clear from the context whether $PD_k$ and $RRPD_k$ are considered as being random or observed, and hence whether $APF_k$ is a deterministic or random function.

Clearly, $RRPD_k$ is in one-to-one correspondence to $PD_k$. In turn, if all $c_i = 1$ and the $m_i$ are pairwise distinct – as noticed at the end of Section 2.1 this is often the case – then there is a one-to-one correspondence between $RRPD_k$ and its corresponding $APF_k$. In contrast, the dominant function, the silhouette, and the intensity estimate (see Section 1.1) are in general not in a one-to-one correspondence with $RRPD_k$. Like these functions, $APF_k$ is a one-dimensional function, and so it is easier to handle than the sequence of functions for the persistent landscape in Bubenik (2015) and the intensity estimate in Chen et al. (2015) – e.g. confidence regions become easier to plot. Contrary to the dominant function and the silhouette, the APF provides information about topological features without distinguishing between long and short lifetimes.
1.3 Outline

Our paper discusses various methods based on APFs in different contexts and illustrated in Examples 1, 2, 3, 5, 7, 9, and 10 by simulation studies related to spatial point process applications, and in Examples 4, 6, and 8 by re-analysing the brain artery trees dataset previously analysed in Bendich et al. (2016). Section 2 specifies the setting for these examples. Section 3 presents methods for constructing confidence regions for a single APF$_k$, where one method is based on existing results for a confidence region of PD$_k$ and another concerns model assessment when fitting spatial point process models. Section 4 deals with a sample of APF$_k$s and considers first functional boxplots and second a bootstrap method for the construction of a confidence region for the mean of the sample. Section 5 provides different methods for comparing groups of APF$_k$s, using a two sample test, clustering, and supervised classification. Finally, technical proofs are deferred to Appendix A.

1.4 Software

All the computations have been made with the R-package TDA. In Examples 1–10, additional R-packages are required such as spatstat or fda. The code used in our examples is available at http://people.math.aau.dk/~christophe/Rcode.zip.

2 Datasets

2.1 Simulated data

In our simulation studies we consider a planar point cloud, i.e. a finite point pattern $\{x_1, \ldots, x_N\} \subset \mathbb{R}^2$, and let $C_t = \{ x \in \mathbb{R}^2 : \min_i \|x - x_i\| \leq t \}$, $t \geq 0$, be the sub-level sets of the distance function to the point cloud. We have this definition of $C_t$ in mind for many “classical” applications of topological data analysis where the point cloud is sampled possibly with some noise from an unknown compact set $M$ whose topological features are of interest (more details follow in case (i) below).

Equivalently, $C_t$ is the union of discs in $\mathbb{R}^2$ of radius $r$ and centered at $x_1, \ldots, x_N$, and we consider how the topological features of the union of discs changes as the discs grow. We expect this interpretation of $C_t$ has more appeal to spatial statistician and stochastic geometers when it is the point pattern itself which is of interest (as explained further in case (ii) below). By the nerve lemma, the persistence homology of $\{C_t\}_{t \geq 0}$ is given by that of the Delaunay-complex (or alpha-complex) filtration generated from $\{x_1, \ldots, x_N\}$, see e.g. Edelsbrunner and Harer (2010).

We assume $\{x_1, \ldots, x_N\}$ is a realisation of a point process $X \subset \mathbb{R}^2$, where the count $N$ is finite. Then PD$_k$ and RRPD$_k$ can be viewed as finite planar point processes (with multiplicities) and APF$_k$ as a random function. We consider the following two settings:

(i) $N$ is a fixed positive integer and $x_1, \ldots, x_N$ are independent and identically distributed (IID) points on or near a compact set $M \subset \mathbb{R}^2$. Typically in applications of topological data analysis, $M$ is unknown and the purpose is to gain
information about $M$’s topological features by studying the persistence homology of $\{C_t\}_{t \geq 0}$. For simplicity and specificity, we let $x_i = y_i + \epsilon_i$, $i = 1, \ldots, N$, where $y_1, \ldots, y_N$ are IID points on $M$, the noise $\epsilon_1, \ldots, \epsilon_N$ are IID and independent of $y_1, \ldots, y_N$, and $\epsilon_i$ follows the restriction to the square $[-10\sigma, 10\sigma]^2$ of a bivariate zero-mean normal distribution with IID coordinates and standard deviation $\sigma \geq 0$ (if $\sigma = 0$ there is no noise); we denote this distribution for $\epsilon_i$ by $N_2(\sigma)$ (the restriction to $[-10\sigma, 10\sigma]^2$ is only imposed for technical reasons and is not of practical importance).

(ii) $N$ is random and conditional on $N$, the points in $X$ are not necessarily IID.

This is a common situation in spatial statistics, e.g. if the focus is on the point process $X$ and the purpose is to assess the goodness of fit for a specified point process model of $X$ when $\{x_1, \ldots, x_N\}$ is observed.

We show that accumulated persistence functions are useful for both purposes. Setting (i) naturally applies in Example 1 of Section 3.1 and setting (ii) in Example 2 of Section 3.2. In Examples 3, 5, 7, 9, and 10 of Sections 4–5 we only consider setting (i) but setting (ii) could have been used as well when illustrating our methods.

We claim that many point process models of $X$ under setting (i) or (ii), with probability one all $c_i = 1$ and the $m_i$ are pairwise distinct, cf. the discussion in Section 1.2 of the properties of the APF. This claim is not important for the theoretical results in the present paper, and so it will be investigated in future work.

Finally, we denote by $C((a, b), r)$ the circle with center $(a, b)$ and radius $r$.

### 2.2 Brain artery trees dataset

The dataset in Bendich et al. (2016) comes from 98 brain artery trees, where one tree is excluded “as the java/matlab function crashed” (e-mail correspondence with Sean Skwerer). Each tree can be included within a cube of side length at most 206 mm and the tree is presented by a dense cloud of about $10^5$ points together with edges between neighbouring points, see e.g. the left panel of Figure 1. They want to capture how the arteries bend through space and to detect age and gender effects. For $k = 0$, a Morse filtration is used: For each tree, $PD_0$ is obtained from the sub-level sets of the height function; then for all meanages, $m_i \leq 137$; and the number of connected components is always below 3200. For $k = 1$, another filtration similar to that in Section 2.1 (with the plane $\mathbb{R}^2$ replaced by the space $\mathbb{R}^3$) is used: For each tree, $PD_1$ is obtained from the sub-level sets of the distance function to 3000 points subsampled from the tree. All the loops have a finite death time but some of them do not die during the allocated time $T = 25$; Bendich et al. (2016) remove these from $PD_1$. Thus we shall only consider meanages $m_i \leq 25$; then the number of loops is always below 2700. For each tree and $k = 0, 1$, most $c_i = 1$ and sometimes $c_i > 1$.

For each tree and $k = 0, 1$, Bendich et al. (2016) use only the 100 largest lifetimes in their analysis. Whereas their principal component analysis clearly reveal age effects, their permutation test based on the mean lifetimes for the male and females subjects only shows a clear difference when considering $PD_1$. Accordingly, when demonstrating the usefulness of $APF_0$ and $APF_1$, we will focus on the gender effect and consider the same 95 trees as in Bendich et al. (2016) (two transsexual subjects are excluded) obtained from 46 female subjects and 49 male subjects; in
contrast to Bendich et al. (2016), we consider all observed mean ages and lifetimes. In accordance to the allocated time $T = 25$, we need to redefine $\text{APF}_1$ by

$$\text{APF}_1(m) = \sum_{i=1}^{n} c_i l_i 1(m_i \leq m, m_i + l_i/2 \leq T), \quad m \geq 0. \quad (2.1)$$

For simplicity we use the same notation $\text{APF}_1$ in (1.1) and (2.1); although all methods and results in this paper will be presented with the definition (1.1) in mind, they apply as well when considering (2.1).

Finally, we write $\text{APF}_k^F$ and $\text{APF}_k^M$ to distinguish between APF’s for females and males, respectively.

3 A single accumulated persistence function

3.1 Transforming confidence regions for persistence diagrams used for separating topological signal from noise

There exists several constructions and results on confidence sets for persistence diagrams when the aim is to separate topological signal from noise, see Fasy et al. (2014), Chazal et al. (2014), and the references therein. This section discusses the obvious idea of transforming such a confidence region into one for an accumulate persistence function.

We use the following notation. As in the aforementioned references, consider the persistence diagram $\text{PD}_k$ for an unobserved manifold $M$ (note that $\text{PD}_k$ is considered as being non-random and unknown; of course in our simulation study presented in Example 1 below we only pretend that $\text{PD}_k$ unknown). Let $\hat{\text{PD}}_{k,N}$ be the random persistence diagram obtained from the sub-level sets of the distance function to IID points $x_1, \ldots, x_N$ concentrated on or near $M$, where $N$ is fixed (setting (i) in Section 2). Let $\mathcal{N} = \{(b, d) : b \leq d, l \leq 2c_N\}$ be the set of points at distance $\sqrt{2c_N}$ of the diagonal in the persistence diagram. Let $S(b, d) = \{(x, y) : |x-b| \leq c_N, |y-d| \leq c_N\}$ be the square with center $(b, d)$, sides parallel to the $b$- and $d$-axes, and of side length $2c_N$. Finally, let $\alpha \in (0, 1)$.

Fasy et al. (2014) suggest various ways of constructing a bound $c_N > 0$ so that an asymptotic conservative $(1 - \alpha)$-confidence region for $\text{PD}_k$ with respect to the bottleneck distance $W_\infty$ is given by

$$\liminf_{N \to \infty} P(W_\infty(\text{PD}_k, \hat{\text{PD}}_{k,N}) \leq c_N) \geq 1 - \alpha \quad (3.1)$$

(here, the diagonal $\{b = d\}$ is added to $\text{PD}_k$). The confidence region given by (3.1) consists of those persistence diagrams $\text{PD}_k$ which have exactly one point in each square $S(b_i, d_i)$, with $(b_i, d_i)$ a point of $\text{PD}_{k,N}$, and have an arbitrary number of points in the set $\mathcal{N}$. Fasy et al. (2014) consider the points of $\hat{\text{PD}}_{k,N}$ falling in $\mathcal{N}$ as noise and the remaining points as representing a significant topological feature of $M$. 
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Using (3.1) an asymptotic conservative \((1 - \alpha)\)-confidence region for the APF\(k\) corresponding to \(PD_k\) is immediately obtained. This region will be bounded by two functions \(\hat{A}_{k,N}^\text{min}\) and \(\hat{A}_{k,N}^\text{max}\) specified by \(\hat{PD}_{k,N}\) and \(c_N\). Due to the accumulating nature of APF\(k\), the span between the bounds is an increasing function of the meanage. For a Delaunay-complex filtration or a filtration based on super-level sets of a kernel density estimate for \(x_1, \ldots, x_N\), Chazal et al. (2014) show that the span decreases as \(N\) increases; this is illustrated in Example 1 below.

**Example 1 (simulation study).** Let simply \(M = C((0,0),1) \cup C((0.5,0),1)\) and suppose each point \(x_i\) is uniformly distributed on \(M\). Figure 2 shows \(M\) and an example of a simulated point pattern with \(N = 1000\) points. We use the bootstrap method implemented in the \texttt{R}-package \texttt{TDA} to compute the 95%-confidence region for \(PD_1\) when \(N = 1000\), see the top-left panel of Figure 3, where the three squares above the diagonal correspond to the three holes in \(M\) and the other squares correspond to topological noise. Thereby 95%-confidence regions for \(RRPD_1\) (top-right panel) and \(APF_1\) (bottom-left panel) are obtained. The confidence region for \(APF_1\) decreases as \(N\) increases as demonstrated in the bottom panels where \(N\) is increased from 1000 to 3000.

![Figure 2](image-url)  
**Figure 2:** The set \(M\) in Example 1 (left panel) and a simulated point pattern \(x_1, \ldots, x_{1000}\) of independent and uniformly distributed points on \(M\) (right panel).

In Figure 3 the Delaunay-complex filtration is used. If instead the filtration based on super-level sets of the kernel density estimate in Chazal et al. (2014) is used, then the confidence region becomes larger (for space limitations the plot is omitted).

### 3.2 Extreme rank envelope confidence region and test

Suppose \(X_0, X_1, \ldots, X_r\) are finite spatial point processes those joint distribution is exchangeable, i.e. for any permutation \((\sigma_0, \ldots, \sigma_r)\) of \((0, \ldots, r)\), \((X_{\sigma_0}, \ldots, X_{\sigma_r})\) is distributed as \((X_0, \ldots, X_r)\). This is a common situation for model assessment in spatial point process analysis where \(X_0\) has been observed and \(X_1, \ldots, X_r\) have been simulated as IID copies of \(X_0\) under a specified model for \(X_0\), see e.g. Baddeley et al. (2015) and Møller and Waagepetersen (2016). For instance, in Example 2 below, \(r = 2499\). Denote the APF\(k\)s for \(X_0, \ldots, X_r\) by \(A_0, \ldots, A_r\), respectively. Adapting ideas from Myllymäki et al. (2016), this section discusses how to construct
Figure 3: 95%-confidence regions obtained by the bootstrap method for PD₁ (top-left panel) and its corresponding RRPD₁ (top-right panel) when M and \( x_1, \ldots, x_{1000} \) are as in Figure 2. The bottom-left panel shows the corresponding 95%-confidence region for APF₁. The bottom-right panel shows the 95%-confidence region for APF₁ when a larger point cloud with 3000 points is used.

A goodness-of-fit test and a confidence region for \( A_0 \) under the null hypothesis \( H_0 \) that the joint distribution of \( A_0, \ldots, A_r \) is exchangeable. The confidence region may also be useful in case the test rejects \( H_0 \).

In functional data analysis, to measure how extreme \( A_0 \) is in comparison to \( A_1, \ldots, A_r \), a so-called depth function is used for ranking \( A_0, \ldots, A_r \), see e.g. López-Pintado and Romo (2009). We suggest using a depth ordering called extreme rank in Myllymäki et al. (2016): Let \( T > 0 \) be a user-specified parameter chosen such that it is the behaviour of \( A_0(m) \) for \( 0 \leq m \leq T \) which is of interest. For \( k = 1, 2, \ldots \), define the \( k \)-th bounding curves of \( A_0, \ldots, A_r \) by

\[
A^k_{\text{low}}(m) = \min_{i=0,\ldots,r}^k A_i(m) \quad \text{and} \quad A^k_{\text{upp}}(m) = \max_{i=0,\ldots,r}^k A_i(m), \quad 0 \leq m \leq T,
\]

where \( \min^k \) and \( \max^k \) denote the \( k \)-th smallest and largest values, respectively, and where \( k \leq r/2 \). Then, for \( i = 0, \ldots, r \), the extreme rank of \( A_i \) with respect to \( A_0, \ldots, A_r \) is

\[
R_i = \max \{ k : A^k_{\text{low}}(m) \leq A_i(m) \leq A^k_{\text{upp}}(m) \quad \text{for all} \ m \in [0, T] \}. \tag{3.2}
\]

The larger \( R_i \) is, the deeper or more central \( A_i \) is among \( A_0, \ldots, A_r \).
Define, for a given $\alpha \in (0,1)$, the $(1-\alpha)$-extreme rank envelope as the band delimited by the curves $A_{\text{low}}^{k_\alpha}$ and $A_{\text{upp}}^{k_\alpha}$ where

$$k_\alpha = \max \left\{ k : \frac{1}{r+1} \sum_{i=0}^{r} 1(R_i < k) \leq \alpha \right\}.$$ 

Under $\mathcal{H}_0$, with probability at least $1-\alpha$,

$$A_{\text{low}}^{k_\alpha}(m) \leq A_0(m) \leq A_{\text{upp}}^{k_\alpha}(m) \quad \text{for all} \ m \in [0,T],$$

see Myllymäki et al. (2016). Therefore, the $(1-\alpha)$-extreme rank envelope is a $(1-\alpha)$ conservative confidence region for $A_0$ restricted to $[0,T]$. It corresponds to a conservative statistical test called the extreme rank envelope test and which accepts $\mathcal{H}_0$ at level $\alpha$ if (3.3) is satisfied or equivalently if

$$\frac{1}{r+1} \sum_{i=0}^{r} 1(R_i < R_0) > \alpha,$$

(3.4) cf. Myllymäki et al. (2016). As demonstrated in Example 2 below, in case of rejection of $\mathcal{H}_0$, a plot of the extreme rank envelope allows a graphical interpretation of the extreme rank envelope test and may suggest an alternative model for the spatial point process $X_0$.

Indeed there exists alternatives to the extreme rank envelope test, in particular a liberal extreme rank envelope test and a so-called global scaled maximum absolute difference envelope, see Myllymäki et al. (2016). It is also possible to combine several extreme rank envelopes, for instance by combining $\text{APF}_0$ and $\text{APF}_1$, see Mrkvička et al. (2016). In the following example we focus on (5)–(6) and briefly remark on results obtained by combining $\text{APF}_0$ and $\text{APF}_1$.

**Example 2 (simulation study).** Recall that a homogeneous Poisson process is a model for complete spatial randomness (CSR), see e.g. Möller and Waagepetersen (2004) and the simulation in the top-left panel of Figure 4. Consider APFs $A_0, A_1, \ldots, A_r$ corresponding to independent point processes $X_0, X_1, \ldots, X_r$ defined on a unit square and where $X_i$ for $i > 0$ is CSR with a given intensity $\rho$ (the mean number of points). Suppose $X_0$ is claimed to be CSR with intensity $\rho$, however, the model for $X_0$ is given by one of the following four point process models, which we refer to as the true model:

(a) CSR; hence the true model agrees with the claimed model.

(b) A Baddeley-Silverman cell process; this has the same second-order moment properties as under CSR, see Baddeley and Silverman (1984). Though from a mathematical point of view, it is a cluster process, simulated realisations will exhibit both aggregation and regularity at different scales, see the top-right panel of Figure 4.

(c) A Matérn cluster process; this is a model for clustering where each cluster is a homogenous Poisson process within a disk and the centers of the disks are not observed and constitute a stationary Poisson process, see Matérn (1986), Möller and Waagepetersen (2004), and the bottom-left panel of Figure 4.
Figure 4: Simulated point patterns for a homogeneous Poisson process (top-left panel), a Baddeley-Silverman cell process (top-right panel), a Matérn cluster process (bottom-left panel), and a most repulsive Bessel-type DPP (bottom-right panel).

(d) A most repulsive Bessel-type determinantal point process (DPP); this is a model for regularity, see Lavancier et al. (2015), Biscio and Lavancier (2016), and the bottom-right panel of Figure 4.

We let $\rho = 100$ or 400. This specifies completely the models in (a) and (d), whereas the remaining parameters in the cases (b)–(c) are defined to be the same as those used in Robins and Turner (2016). In all cases of Figure 4, $\rho = 400$. Finally, following the recommendation in Myllymäki et al. (2016), we let $r = 2499$.

For each value of $\rho = 100$ or 400, we simulate each point process in (a)–(d) with the R-package spatstat. Then, for each dimension $k = 0$ or 1, we compute the extreme rank envelopes and extreme rank envelope tests with the R-package spptest. We repeat all this 500 times. Table 1 shows for each case (a)–(d) the percentage of rejection of the hypothesis that $X_0$ is a homogeneous Poisson process with known intensity $\rho$. In case of CSR, the type one error of the test is small except when $k = 0$ and $\rho = 100$. As expected in case of (b)–(d), the power of the test is increased when $\rho$ is increased. For both the Baddeley-Silverman process and the DPP, when $k = 0$ and/or $\rho = 400$, the power is high and even 100% in two cases. For the Matérn cluster process, the power is 100% when both $\rho = 100$ and 400; this is also the case when instead the radius of a cluster becomes 10 times larger and hence it is not so easy to distinguish the clusters as in the bottom-left panel of Figure 4. When we combine the extreme rank envelopes for $\text{APF}_0$ and $\text{APF}_1$, the
Table 1: Percentage of point patterns for which the 95%-extreme rank envelope test rejects the hypothesis of CSR (a homogeneous Poisson process on the unit square with intensity \( \rho = 100 \) or \( \rho = 400 \)) when the true model is either CSR or one of three alternative point process models.

<table>
<thead>
<tr>
<th></th>
<th>CSR</th>
<th>DPP</th>
<th>Matern cluster</th>
<th>Baddeley-Silverman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \rho = 100 )</td>
<td>( \rho = 400 )</td>
<td>( \rho = 100 )</td>
<td>( \rho = 400 )</td>
</tr>
<tr>
<td>( \text{APF}_0 )</td>
<td>3.6</td>
<td>4.0</td>
<td>77.4</td>
<td>100</td>
</tr>
<tr>
<td>( \text{APF}_1 )</td>
<td>3.8</td>
<td>4.6</td>
<td>28.2</td>
<td>57.8</td>
</tr>
<tr>
<td>( \text{APF}_0, \text{APF}_1 )</td>
<td>4.8</td>
<td>3.6</td>
<td>82.4</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 5: 95%-extreme rank envelope for \( \text{APF}_i \) when \( i = 0 \) (left panel and the enlargement shown in the middle panel) or \( i = 1 \) (right panel) together with the curves for the three non-CSR models (Baddeley-Silverman cell process, Matern cluster process, and Bessel-type DPP). The envelope is obtained from 2499 realisations of a CSR model on the unit square and with intensity 100.

results are better or close to the best results obtained when considering only one extreme rank envelope.

Figure 5 illustrates for one of the 500 repetitions the deviation from the CSR-envelope obtained when the true model is not CSR. For \( i = 0, 1 \) and for each of the three non-CSR models, \( \text{APF}_i \) is outside the CSR-envelope, in particular when \( i = 0 \) and both the meanage and lifetime are small. This means that small lifetimes are not noise but of particular importance, cf. the discussion in Section 1.1. For the regular point process model, i.e. the DPP model in case 4), \( \text{APF}_0 \) is better to discriminate from the CSR model than \( \text{APF}_1 \): Using an obvious notation, we may expect \( \text{APF}_0^{\text{DPP}}(m) < \text{APF}_0^{\text{CSR}}(m) \) for small \( m \) and indeed this is detected by the CSR-envelope in Figure 5, whereas we may expect \( \text{APF}_0^{\text{DPP}}(m) > \text{APF}_0^{\text{CSR}}(m) \) for large \( m \) though this is not detected by the CSR-envelope in Figure 5. For the aggregated point process, i.e. the Matern cluster process in case (c), both \( \text{APF}_0 \) and \( \text{APF}_1 \) are useful: For \( i = 0, 1 \), we may expect \( \text{APF}_i^{\text{MC}}(m) > \text{APF}_i^{\text{CSR}}(m) \) for small \( m \), whereas \( \text{APF}_i^{\text{MC}}(m) < \text{APF}_i^{\text{CSR}}(m) \) for large \( m \), and both cases are detected by the CSR-envelope in Figure 5). For the Baddeley-Silverman cell process in case (b), we notice that \( \text{APF}_i^{\text{BS}} \) usually have a similar behavior as \( \text{APF}_i^{\text{DPP}} \), i.e. like a regular point process, probably because clustering is a rare phenomena.

A similar simulation study is discussed in Robins and Turner (2016) for the cases (a)–(c), but notice that they fix the number of points to be 100 and they use a testing
procedure based on the persistent homology rank function, which in contrast to our one-dimensional APF is a two-dimensional function and is not summarizing all the topological features represented in a persistent diagram. Robins and Turner (2016) show that a test for CSR based on the persistent homology rank function is useful as compared to various tests implemented in spatstat and which only concern first and second-order moment properties. Their method is in particular useful, when the true model is a Baddeley-Silverman cell process with the same first and second-order moment properties as under CSR. Comparing Figure 4 in Robins and Turner (2016) with the results in Table 1 when the true model is a Baddeley-Silverman cell process and \( \rho = 100 \), the extreme rank envelope test seems less powerful than the test they suggest. On the other hand, Robins and Turner (2016) observe that the latter test performs poorly when the true model is a Strauss process (a model for inhibition) or a Matérn cluster process; as noticed for the Matérn cluster process, we obtain a perfect power when using the extreme rank envelopes.

4 A single sample of accumulated persistence functions

4.1 Functional boxplot

This section discusses the use of a functional boxplot (Sun and Genton, 2011) for a sample \( A_1, \ldots, A_r \) of \( \text{APF}_k \)'s those joint distribution is exchangeable. The plot provides a representation of the variation of the curves given by \( A_1, \ldots, A_r \) around the most central curve, and it can be used for outlier detection, i.e. detection of curves that are too extreme with respect to the others in the sample.

The functional boxplot is based on an ordering of the \( \text{APF}_k \)'s obtained using a so-called depth function. For specificity we make the standard choice called the modified band depth function (MBD), cf. López-Pintado and Romo (2009) and Sun and Genton (2011): For a user-specified parameter \( T > 0 \) and \( h, i, j = 1, \ldots, r \) with \( i < j \), define

\[
B_{h,i,j} = \left\{ m \in [0, T] : \min\{A_i(m), A_j(m)\} \leq A_h(m) \leq \max\{A_i(m), A_j(m)\} \right\},
\]

and denote the Lebesgue measure on \([0, T]\) by \(| \cdot |\). Then the MBD of \( A_h \) with respect to \( A_1, \ldots, A_r \) is

\[
\text{MBD}_r(A_h) = \frac{2}{r(r-1)} \sum_{1 \leq i < j \leq r} |B_{h,i,j}|. \tag{4.1}
\]

This is the average proportion of \( A_h \) on \([0, T]\) between all possible pairs of \( A_1, \ldots, A_r \). Thus, the larger the value of the MBD of a curve is, the more central or deeper it is in the sample. We call the region delimited by the 50% most central curves the central envelope. It is often assumed that a curve outside the central envelope inflated by 1.5 times the range of the central envelope is an outlier or abnormal curve – this is just a generalisation of a similar criterion for the boxplot of a sample of real numbers – and the range may be changed if it is more suitable for the application at hand, see the discussion in Sun and Genton (2011) and Example 3 below.
Figure 6: Simulated realizations of the four types of point processes, each consisting of 100 IID points with distribution either $P_1$ (black dots), $P_2$ (blue crosses), $P_3$ (red triangles), or $P_4$ (rotated green crosses).

Below in Examples 3-4 we use the R-package fda for producing the functional boxplots: The most central curve is plotted in black, the central envelope in purple, and the upper and lower bounds obtained from all the curves except the outliers in dark blue.

**Example 3 (simulation study).** To illustrate how well a functional boxplot detects outliers, we consider 65 independent APF$_k$s, where the joint distribution of the first 50 APF$_k$s is exchangeable, whereas the last 15 play the role of outliers. We suppose each APF$_k$ corresponds to a point process of 100 IID points, where each point $x_i$ follows one of the following distributions $P_1$,...,$P_4$.

- **$P_1$ (unit circle):** $x_i$ is a uniform point on $C((0, 0), 1)$ perturbed by $N_2(0.1)$-noise.
- **$P_2$ (Gaussian mixture):** Let $y_i$ follow $N_2(0.2)$, then $x_i = y_i$ with probability 0.5, and $x_i = y_i + (1.5, 0.5)$ otherwise.
- **$P_3$ (two circles):** $x_i$ is a uniform point on $C((-1, -1), 1) \cup C((1, 1), 0.5)$ perturbed by $N_2((0, 0), 0.1)$-noise.
- **$P_4$ (circle of radius 0.7):** $x_i$ is a uniform point on $C((0, 0), 0.7)$ perturbed by $N_2(0.1)$-noise.

We let the first 50 point processes be obtained from $P_1$ (the distribution for non-outliers), the next 5 from $P_2$, the following 5 from $P_3$, and the final 5 from $P_4$. Figure 6 shows a simulated realization of each of the four types of point processes.

Figure 7 shows the functional boxplots when considering APF$_0$ (left panel) and APF$_1$ (right panel). The curves detected as outliers and corresponding to the distributions $P_2$, $P_3$, and $P_4$ are plotted in red, blue, and green, respectively. In both panels the outliers detected by the 1.5 criterion agree with the true outliers. If we
repeat everything but with the distribution $P_4$ redefined so that $C((0,0),0.7)$ is replaced by $C((0,0),0.8)$, then the support of $P_4$ is closer to that of $P_1$ and it becomes harder in the case of $APF_0$ to detect the outliers with distribution $P_4$ (we omit the corresponding plot); thus further simulations for determining a stronger criterion would be needed.

**Example 4 (brain artery trees).** For the brain artery trees dataset (Section 2.2), Figure 8 shows the functional boxplots of $APFs$ for females (left panels) respective males (right panels) when $k = 0$ (top panels) and $k = 1$ (bottom panels). Comparing the top panels (concerned with connected components), the shape of the central envelope is clearly different for females and males, in particular on the interval $[40, 60]$, and the upper and lower bounds of the non-outlier are closer to the central region for females, in particular on the interval $[0, 50]$. For the bottom panels (concerned with loops), the main difference is observed on the interval $[15, 25]$ where the central envelope is larger for females than for males.

The dashed lines in Figure 8 show the $APFs$ detected as outliers by the 1.5 criterion, that is 6 $APF_F^0$s (top-left panel), 3 $APF_F^1$s (bottom-left panel), 6 $APF_M^0$s (top-right panel), and 4 $APF_M^1$s (bottom-right panel). For the females, only for one point pattern both $APF_F^0$ and $APF_F^1$ are outliers, where $APF_F^1$ is the steep dashed line in the bottom-left panel; and for the males, only for two point patterns both $APF_M^0$ and $APF_M^1$ are outliers, where in one case $APF_M^1$ is the steep dashed line in the bottom-right panel. For this case, Figure 9 reveals an obvious issue: A large part on the right of the corresponding tree is missing!

In Examples 6 and 8 we discuss to what extent our analysis of the brain artery trees will be sensitive to whether we include or exclude the detected outliers.
Figure 8: Functional boxplots of APFs for females and males obtained from the brain artery trees dataset: $\text{APF}_0^F$ (top-left panel), $\text{APF}_0^M$ (top-right panel), $\text{APF}_1^F$ (bottom-left panel), $\text{APF}_1^M$ (bottom-right panel). The dashed lines show the outliers detected by the 1.5 criterion.

Figure 9: Brain artery tree of a male subject with $\text{APF}_0^M$ and $\text{APF}_1^M$ detected as outliers by the 1.5 criterion.
4.2 Confidence region for the mean function

This section considers an asymptotic confidence region for the mean function of a sample \( A_1, \ldots, A_r \) of IID APF\(_s\)s. We assume that \( D_1, \ldots, D_r \) are the underlying IID RRPD\(_k\)s for the sample so that with probability one, there exists an upper bound \( T < \infty \) on the number of \( k\)-dimensional topological features. Note that the state space for such RRPD\(_k\)s is

\[
D_{k,T,n_{\max}} = \left\{ \left( (m_1, l_1, c_1), \ldots, (m_n, l_n, c_n) \right) : \sum_{i=1}^n c_i \leq n_{\max}, m_i + l_i/2 \leq T, i = 1, \ldots, n \right\}
\]

and only the existence and not the actual values of \( n_{\max} \) and \( T \) play a role when applying our method below. For example, in the settings (i)–(ii) of Section 2.1 it suffices to assume that \( X \) is included in a bounded region of \( \mathbb{R}^2 \) and that the number of points \( N \) is bounded by a constant; this follows from the two versions of the nerve lemma presented in Fasy et al. (2014) and Edelsbrunner and Harer (2010), respectively.

We adapt an empirical bootstrap procedure (see e.g. van der Vaart and Wellner (1996)) which in Chazal et al. (2013) is used for a confidence region for the mean of the dominant function of the persistent landscape and which in our case works as follows. For \( 0 \leq m \leq T \), the mean function is given by \( \mu(m) = \mathbb{E} \{ A_1(m) \} \) and estimated by the empirical mean function \( \overline{A}_r(m) = \frac{1}{r} \sum_{i=1}^r A_i(m) \). Let \( A_1^*, \ldots, A_r^* \) be independent uniform draws from the set \( \{ A_1, \ldots, A_r \} \) and set \( \overline{A}_r^* = \frac{1}{r} \sum_{i=1}^r A_i^* \) and \( \theta^* = \sup_{m \in [0,T]} \sqrt{r} \sqrt{\overline{A}_r(m) - \overline{A}_r^*(m)} \). For a given integer \( B > 0 \), independently repeat this procedure \( B \) times to obtain \( \theta_1^*, \ldots, \theta_B^* \). Then, for \( 0 < \alpha < 1 \), the \((1 - \alpha)\)-quantile in the distribution of \( \theta^* \) is estimated by

\[
\hat{q}_\alpha^B = \inf \{ q \geq 0 : \frac{1}{B} \sum_{i=1}^B 1(\theta_i^* > q) \leq \alpha \}.
\]

The following theorem is verified in Appendix A.

**Theorem 4.1.** Let the situation be as described above. For large values of \( r \) and \( B \), the functions \( \overline{A}_r \pm \hat{q}_\alpha^B / \sqrt{r} \) provide the bounds for an asymptotic conservative \((1 - \alpha)\)-confidence region for the mean APF, that is

\[
\lim_{r \to \infty} \lim_{B \to \infty} \mathbb{P} \left( \sup_{m \in [0,T]} |\mu(m) - \overline{A}_r(m)| \leq \hat{q}_\alpha^B / \sqrt{r} \right) \geq 1 - \alpha.
\]

**Example 5 (simulation study).** Consider \( r = 50 \) IID copies of a point process consisting of 100 independent and uniformly distributed points on the union of three circles with radius 0.25 and centred at \((-1, -1), (0, 1), \) and \((1, -1)\), respectively. A simulated realization of the point process is shown in the left panel of Figure 10, and the next two panels show simulated confidence regions for APF\(_0\) and APF\(_1\), respectively, when the bootstrap procedure with \( B = 1000 \) is used. In the middle
panel, between $m = 0$ and $m = 0.2$, there is an accumulation of small jumps corresponding to the moment when each circle is covered by the union of growing discs from the Delaunay-complex filtration; we interpret these small jumps as topological noise. The jump at $m \approx 0.25$ corresponds to the moment when the circles centred at $(-1, 1)$ and $(1, -1)$ are connected by the growing discs, and the jump at $m \approx 0.3$ to when all three circles are connected by the growing discs. In the right panel, at $m \approx 0.3$ there is an accumulation of small jumps corresponding to the moment when the three circles are connected by the growing discs and they form a hole at the centre. The disappearance of this hole corresponds to the jump at $m \approx 0.7$.

**Figure 10:** A simulation of 100 independent and uniformly distributed points on the union of three circles (dashed lines) with the same radius $r = 0.5$ and centred at $(-1, -1)$, $(0, 1)$, and $(1, -1)$ (left panel). The 95%-confidence regions for the mean $\text{APF}_0$ (middle panel) and the mean $\text{APF}_1$ (right panel) are based on 50 IID simulations.

**Example 6 (brain artery trees).** The brain artery trees are all contained in a bounded region and presented by a bounded number of points, so it is obvious that $T$ and $n_{\text{max}}$ exist for $k = 0, 1$. To establish confidence regions for the mean of the $\text{APF}_k^M$’s respective $\text{APF}_k^F$’s, we apply the bootstrap procedure with $B = 1000$. The result is shown in Figure 11 when all 95 trees are considered: In the left panel, $k = 0$ and approximatively half of each confidence region overlap with the other confidence region; it is not clear if there is a difference between genders. In the right panel, $k = 1$ and the difference is more pronounced, in particular on the interval $[15, 25]$. Similar results and conclusions are obtained if we exclude the APFs detected as outliers in Example 4. Of course we should supply with a statistical test to assess the gender effect and such a test is established in Section 5.1 and applied in Example 8.
Figure 11: Bootstrap confidence regions for the mean $\text{APF}_k^M$ and $\text{APF}_k^F$ when $k = 0$ (left panel) and $k = 1$ (right panel).

5 Two or more samples of accumulated persistence functions

5.1 A two-sample test

Consider two samples of independent RRPD$_k$s $D_1, \ldots, D_{r_1}$ and $E_1, \ldots, E_{r_2}$, where each $D_i$ ($i = 1, \ldots, r_1$) has distribution $P_D$ and each $E_j$ has distribution $P_E$ ($j = 1, \ldots, r_2$), and suppose we want to test the null hypothesis $H_0: P_D = P_E = P$. Here, the common distribution $P$ is unknown and as in Section 4.2 we assume it is concentrated on $D_{k,T,n_{max}}$ for some integer $n_{max} > 0$ and number $T > 0$. Below, we adapt a two-sample test statistic studied in Præstgaard (1995) and van der Vaart and Wellner (1996).

Let $r = r_1 + r_2$. Let $A_1, \ldots, A_r$ be the APF$_k$ corresponding to $(D_1, \ldots, D_{r_1}, E_1, \ldots, E_{r_2})$, and denote by $\overline{A}_{r_1}$ and $\overline{A}_{r_2}$ the empirical means of $A_1, \ldots, A_{r_1}$ and $A_{r_1+1}, \ldots, A_{r_1+r_2}$, respectively. Let $I = [T_1, T_2]$ be a user-specified interval with $0 \leq T_1 < T_2 \leq T$ and used for defining a two-sample test statistic by

$$KS_{r_1, r_2} = \sqrt{\frac{r_1 r_2}{r}} \sup_{m \in I} |\overline{A}_{r_1}(m) - \overline{A}_{r_2}(m)|, \quad (5.1)$$

where large values are critical for $H_0$. This may be rewritten as

$$KS_{r_1, r_2} = \sup_{m \in I} \left| \sqrt{\frac{r_1}{r}} G_D^r(m) - \sqrt{\frac{r_2}{r}} G_E^r(m) + \sqrt{\frac{r_1 r_2}{r}} \mathbb{E}\{A_D - A_E\}(m) \right|, \quad (5.2)$$

where $G_D^r = \sqrt{r_1} (\overline{A}_{r_1} - \mathbb{E}\{A_D\})$ and $G_E^r = \sqrt{r_2} (\overline{A}_{r_2} - \mathbb{E}\{A_E\})$. By Lemma A.2 in Appendix A and by the independence of the samples, $G_D^r$ and $G_E^r$ converge in distribution to two independent zero-mean Gaussian processes on $I$, denoted $G_D$ and $G_E$, respectively. Assume that $r_1/r \rightarrow \lambda \in (0, 1)$ as $r \rightarrow \infty$. Under $H_0$, in the sense of convergence in distribution,

$$\lim_{r \rightarrow \infty} KS_{r_1, r_2} = \sup_{m \in I} |\sqrt{T - \lambda} G_D(m) - \sqrt{\lambda} G_E(m)|, \quad (5.3)$$
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where $\sqrt{1 - \lambda GD} - \sqrt{\lambda GE}$ follows the same distribution as $GD$. If $H_0$ is not true and $\sup_{m \in I} |E\{A_1 - A_{r_1+1}\}(m)| > 0$, then $KS_{r_1, r_2} \to \infty$ as $r \to \infty$, see van der Vaart and Wellner (1996). Therefore, for $0 < \alpha < 1$ and letting $q_\alpha = \inf\{q : P(\sup_{m \in I} |GD(m)| > q) \leq \alpha\}$, the asymptotic test that rejects $H_0$ if $KS_{r_1, r_2} \leq q_\alpha$ is of level $\alpha$ and of power 1.

As $q_\alpha$ depends on the unknown distribution $P$, we estimate $q_\alpha$ by a bootstrap method as follows. Let $A_1^*, \ldots, A^*_r$ be independent uniform draws from $\{A_1, \ldots, A_r\}$. For $0 \leq m \leq T$, define the empirical mean functions $\overline{A}^*_r(m) = \frac{1}{r_1} \sum_{i=1}^{r_1} A_i^*(m)$ and $\overline{A}^*_r(m) = \frac{1}{r_2} \sum_{i=r_1+1}^{r_1+r_2} A_i^*(m)$, and compute

$$\theta^* = \sqrt{\frac{r_1r_2}{r}} \sup_{m \in I} |\overline{A}^*_r(m) - \overline{A}^*_r(m)|. \quad (5.4)$$

For a given integer $B > 0$, independently repeat this procedure $B$ times to obtain $\theta^*_1, \ldots, \theta^*_B$. Then we estimate $q_\alpha$ by the $(1 - \alpha)$-quantile of the empirical distribution of $\theta^*_1, \ldots, \theta^*_B$, that is

$$q^B_\alpha = \inf\{q \geq 0 : \frac{1}{B} \sum_{i=1}^{B} 1(\theta^*_i > q) \leq \alpha\}.$$

The next theorem is a direct application of Theorem 3.7.7 in van der Vaart and Wellner (1996) noticing that the APF ks are uniformly bounded by $Tn_{\max}$ and they form a so-called Donsker class, see Lemma A.2 and its proof in Appendix A.

**Theorem 5.1.** Let the situation be as described above. If $r \to \infty$ such that $r_1/r \to \lambda$ with $\lambda \in (0, 1)$, then under $H_0$

$$\lim_{r \to \infty} \lim_{B \to \infty} P(KS_{r_1, r_2} > q^B_\alpha) = \alpha,$$

whilst if $H_0$ is not true and $\sup_{m \in I} |E\{A_1 - A_{r_1+1}\}(m)| > 0$, then

$$\lim_{r \to \infty} \lim_{B \to \infty} P(KS_{r_1, r_2} > q^B_\alpha) = 1.$$

Therefore, the test that rejects $H_0$ if $KS_{r_1, r_2} > q^B_\alpha$ is of asymptotic level $\alpha$ and power 1. Other two-sample test statistics than (5.1) can be constructed by considering other measurable functions of $A_{r_1} - A_{r_2}$, e.g. we may consider the two-sample test statistic

$$M_{r_1, r_2} = \int_I |\overline{A}_{r_1}(m) - \overline{A}_{r_2}(m)| \, dm. \quad (5.5)$$

Then by similar arguments as above but redefining $\theta^*$ in (5.4) by

$$\theta^* = \sqrt{\frac{r_1r_2}{r}} \int_{m \in I} |\overline{A}^*_r(m) - \overline{A}^*_r(m)| \, dm,$$

the test that rejects $H_0$ if $M_{r_1, r_2} > q^B_\alpha$ is of asymptotic level $\alpha$ and power 1.
**Example 7 (simulation study).** Let $P_D$ be the distribution of a RRPD$_k$ obtained from 100 independent and uniformly distributed points on $C((0,0), 1)$ perturbed by $N_2(0.2)$-noise, and define $P_E$ in a similar way but with a circle of radius 0.95. A simulated realisation of each point process is shown in Figure 12; it seems difficult to recognize that the underlying circles are different. Let us consider the two-sample test statistics (5.1) and (5.5) with $I = [0, 3]$, $r_1 = r_2 = 50$, and $\alpha = 5\%$. Over 500 simulations of the two samples of RRPD$_k$ we obtain the following percentage of rejection: For $M_{r_1,r_2}$, 5.2% if $k = 0$, and 24.2% if $k = 1$. For $KS_{r_1,r_2}$ much better results are observed, namely 73.8% if $k = 0$, and 93.8% if $k = 1$, where this high percentage is mainly caused by the largest lifetime of a loop.

![Figure 12](image)

**Figure 12:** A simulation of 100 independent and uniformly distributed points on the circle centred at $(0,0)$ with radius 1 and perturbed by $N_2((0,0),0.2)$-noise (red dots), together with 100 independent and uniformly distributed points on the circle centred at $(0,0)$ with radius 0.95 and perturbed by $N_2((0,0),0.2)$-noise (blue crosses).

**Example 8 (brain artery trees).** To distinguish between male and female subjects of the brain artery trees dataset, we use the two-sample test statistic $KS_{r_1,r_2}$ under three different settings:

(A) For $k = 0, 1$, we let $PD'_k$ be the subset of $PD_k$ corresponding to the 100 largest lifetimes. Then $D_1, \ldots, D_{46}$ and $E_1, \ldots, E_{49}$ are the RRPD$_k$s obtained from the $PD'_k$s associated to female and male subjects, respectively. This is the setting used in Bendich et al. (2016).

(B) For $k = 0, 1$, we consider all lifetimes and let $D_1, \ldots, D_{46}$ and $E_1, \ldots, E_{49}$ be the RRPD$_k$s associated to female and male subjects, respectively.

(C) The samples are as in setting (B) except that we exclude the RRPD$_k$s where the corresponding APF$_k$ was detected as an outlier in Example 4. Hence, $r_1 = 40$ and $r_2 = 43$ if $k = 0$, and $r_1 = 43$ and $r_2 = 45$ if $k = 1$.

Bendich et al. (2016) perform a permutation test based on the mean lifetimes for the male and female subjects and conclude that gender effect is recognized when considering $PD_1$ ($p$-value = 3%) but not $PD_0$ ($p$-value = 10%). For comparison, under each setting (A)–(C), we perform the two-sample test for $k = 0, 1$, different intervals $I$, and $B = 10000$. In each case, we estimate the $p$-value, i.e. the smallest
Table 2: Estimated p-values of the two-sample test based on $KS_{r_1,r_2}$ used with APF$_0$ and APF$_1$ on different intervals $I$ to distinguish between male and female subjects under settings (A), (B), and (C) described in Example 8.

<table>
<thead>
<tr>
<th></th>
<th>APF$_0$</th>
<th></th>
<th>APF$_1$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I = [0, 137]$</td>
<td>$I = [0, 60]$</td>
<td>$I = [0, 25]$</td>
<td>$I = [15, 25]$</td>
</tr>
<tr>
<td>Setting (A)</td>
<td>5.26</td>
<td>3.26</td>
<td>3.18</td>
<td>2.72</td>
</tr>
<tr>
<td>Setting (B)</td>
<td>7.67</td>
<td>3.64</td>
<td>20.06</td>
<td>1.83</td>
</tr>
<tr>
<td>Setting (C)</td>
<td>4.55</td>
<td>2.61</td>
<td>0.92</td>
<td>0.85</td>
</tr>
</tbody>
</table>

$\alpha$ such that the two-sample test with significance level $\alpha$ does not reject $H_0$, by $\hat{p} = \frac{1}{B} \sum_{i=1}^{B} 1(\theta_{r_1}^i > KS_{r_1,r_2})$. Table 2 shows the results. Under each setting (A)–(C), using APF$_0$ we have a smaller p-value than in Bendich et al. (2016) if $I = [0, 137]$ and an even larger p-value if $I = [0, 60]$; and for $k = 1$ under setting (B), our p-value is about seven times larger than the p-value in Bendich et al. (2016) if $I = [0, 25]$, and else it is similar or smaller. For $k = 1$ and $I = [0, 25]$, the large difference between our p-values under settings (B) and (C) indicates that the presence of outliers violates the result of Theorem 5.1 and care should hence be taken. In our opinion we can better trust the results without outliers, where in contrast to Bendich et al. (2016) we see a clear gender effect when considering the connected components. Notice also that in agreement with the discussion of Figure 8 in Example 4, for each setting A, B, and C and each dimension $k = 0, 1$, the p-values in Table 2 are smallest when considering the smaller interval $I = [0, 60]$ or $I = [15, 25]$.

5.2 Clustering

Suppose $A_1, \ldots, A_r$ are APF$_k$s which we want to label into $K < r$ groups by using a method of clustering (or unsupervised classification). Such methods are studied in many places in the literature for functional data, see the survey in Jacques and Preda (2014); Chazal et al. (2009), Chen et al. (2015), and Robins and Turner (2016) consider clustering in connection to RRPD$_k$s. Whereas the RRPD$_k$s are two-dimensional functions, it becomes easy to use clustering for the one-dimensional APF$_k$s as illustrated in Example 9 below.

For simplicity we just consider the standard technique known as the K-means clustering algorithm (Hartigan and Wong (1979)): Assume that $A_1, \ldots, A_r$ are pairwise different and square-integrable functions on $[0,T]$, where $T$ is a user-specified parameter. For example, if RRPD$_k \in D_{k,T,n_{\text{max}}}$ (see Section 4.2), then APF$_k \in L^2([0,T])$. The K-means clustering algorithm works as follows.

- Chose uniformly at random a subset of $K$ functions from $\{A_1, \ldots, A_r\}$; call these functions centres and label them by 1, $\ldots$, $K$.
- Assign each non-selected APF$_k$ the label $i$ if it is closer to the centre of label $i$ than to any other centre with respect to the $L^2$-distance on $L^2([0,T])$.
- In each group, reassign the centre by the mean curve of the group (this may not be an APF$_k$ of the sample).
- Iterate these steps until the assignment of centres does not change.
The algorithm is known to be convergent, however, it may have several drawbacks as discussed in Hartigan and Wong (1979) and Bottou and Bengio (1995).

**Example 9 (simulation study).** Consider $K = 3$ groups, each consisting of 50 APF$_0$s and associated to point processes consisting of 100 IID points, where each point $x_i$ follows one of the following distributions $P_1$, $P_2$, and $P_3$ for groups 1, 2, and 3, respectively.

- $P_1$ (unit circle): $x_i$ is a uniform point on $C((0,0),1)$ perturbed by $N_2(0,1)$-noise.
- $P_2$ (two circles): $x_i$ is a uniform point on $C((-1,-1),0.5) \cup C((1,1),0.5)$ perturbed by $N_2(0,1)$-noise.
- $P_3$ (circle of radius 0.8): $x_i$ is a uniform point on $C((0,0),0.8)$ perturbed by $N_2(0,1)$-noise.

We start by simulating a realization of each of the $3 \times 50 = 150$ point processes. The left panel of Figure 13 shows one realization of each type of point process; it seems difficult to distinguish the underlying circles for groups 1 and 3, but the three APF$_0$s associated to these three point patterns are in fact assigned to their right groups. The right panel of Figure 13 shows the result of the $K$-means clustering algorithm. Here we are using the R-function “kmeans” for the $K$-means algorithm and it takes only a few seconds when evaluating each $A_i(m)$ at 2500 equidistant values of $m$ between 0 and $T = 0.5$. As expected we see more overlap between the curves of the APF$_0$s assigned to groups 1 and 3.

We next repeat 500 times the simulation of the 150 point processes. A clear distinction between the groups is obtained by the $K$-means algorithm applied for connected components: The percentage of wrongly assigned APF$_0$s among the $500 \times 3 \times 50 = 75000$ APF$_0$s has an average of 4.5% and a standard deviation of 1.6%. The assignment error is in fact mostly caused by incorrect labelling of APF$_0$s associated to $P_1$ or $P_3$.

Even better results are obtained when considering loops instead of connected components: The percentage of wrongly assigned APF$_1$s among the 75000 APF$_1$s has an average of 1.6% and a standard deviation of 1.0%.

### 5.3 Supervised classification

Suppose we want to assign an APF$_k$ to a training set of $K$ different groups $G_1, \ldots, G_K$, where $G_i$ is a sample of $r_i$ independent APF$_k$s $A_i^1, \ldots, A_i^{r_i}$. For this purpose supervised classification methods for functional data may be adapted.

We just consider a particular method by López-Pintado *et al.* (2010): Suppose we believe that at least $(1 - \alpha)\%$ of the APF$_k$s in each group are IID, whereas the remaining APF$_k$s in each group follow a different distribution and are considered as outliers (see Section 4.1). For a user-specified parameter $T > 0$ and $i = 1, \ldots, K$, define the $\alpha$-trimmed mean $\overline{A}_i^\alpha$ with respect to $G_i$ as the mean function on $[0,T]$ of the $(1 - \alpha)\%$ APF$_k$s in $G_i$ with the largest $\text{MBD}_{r_i}$, see (4.1). Assuming $\bigcup_{i=1}^K G_i \subset \mathbb{R}$,
Figure 13: Left panel: Simulated example of the three point processes, each consisting of 100 IID points drawn from the distribution $P_1$ (black dots), $P_2$ (red triangles), or $P_3$ (blue crosses). Right panel: The 150 APF$_0$s obtained from the simulation of the 150 point processes associated to $P_1$, $P_2$, or $P_3$, where the colouring in black, red, or blue specifies whether the $K$-means algorithm assigns an APF$_0$ to the group associated to $P_1$, $P_2$, or $P_3$.

$L^2([0, T])$, an APF$_k$ $A \in L^2([0, T])$ is assigned to $G_i$ if

$$i = \arg\min_{j \in \{1, \ldots, K\}} \| \overline{A}_j^k - A \|,$$ (5.6)

where $\| \cdot \|$ denotes the $L^2$-distance.

Example 10 (simulation study). Consider the following distributions $P_1, \ldots, P_4$ for a point $x_i$.

- $P_1$ (unit circle): $x_i$ is a uniform point on $C((0, 0), 1)$ which is perturbed by $N_2(0.1)$-noise.
- $P_1'$ (two circles of radii 1 and 0.5): $x_i$ is a uniform point on $C((0, 0), 1) \cup C((1.5, 1.5), 0.5)$ and perturbed by $N_2(0.1)$-noise.
- $P_2$ (circle of radius 0.8): $x_i$ is a uniform point on $C((0, 0), 0.8)$ which is perturbed by $N_2(0.1)$-noise.
- $P_2'$ (two circles, radii 0.8 and 0.5): $x_i$ is a uniform point on $C((0, 0), 0.8) \cup C((1.5, 1.5), 0.5)$ and perturbed by $N_2(0.1)$-noise.

For $k = 0, 1$ we consider the following simulation study: $K = 2$ and $r_1 = r_2 = 50$; $G_1$ consists of 45 APF$_k$s associated to simulations of point processes consisting of 100 IID points with distribution $P_1$ (the non-outliers) and 5 APF$_k$s obtained in the same way but from $P_1'$ (the outliers); $G_2$ is specified in the same way as $G_1$ but replacing $P_1$ and $P_1'$ with $P_2$ and $P_2'$, respectively; and we have correctly specified that $\alpha = 0.2$. Then we simulate 100 APF$_k$s associated to $P_1$ and 100 APF$_k$s associated to $P_2$, i.e. they are all non-outliers. Finally, we use (5.6) to assign each of these 200 APF$_k$s to either $G_1$ or $G_2$.

The top panels in Figure 14 show the $\alpha$-trimmed means $\overline{A}_1^{0.2}$ and $\overline{A}_2^{0.2}$ when $k = 0$ (left) and $k = 1$ (right). The difference between the $\alpha$-trimmed means is
clearest when $k = 1$ and so we expect that the assignment error is lower in that case. In fact wrong assignments happen mainly when the support of $P_1$ or $P_2$ is not well covered by the point pattern as illustrated in the bottom panels.

![Graphs showing trimmed mean functions and point patterns](image)

**Figure 14**: Top panels: The 20%-trimmed mean functions with respect to $G_1$ and $G_2$ when considering APF_0s (left) and APF_1s (right) obtained from the sub-level sets of the distance function to 100 IID points following the distribution $P_1$ (solid curve) or $P_2$ (dotted curve). Bottom panels: Examples of point patterns with associated APF_0s assigned to the wrong group, together with the circles of radius 0.8 and 1.

Repeating this simulation study 500 times, the percentage of APF_0s wrongly assigned among the 500 repetitions has a mean of 6.7% and a standard deviation of 1.7%, whereas for the APF_1s the mean is 0.24% and the standard deviation is 0.43%. To investigate how the results depend on the radius of the smallest circle, we repeat everything but with radius 0.9 in place of 0.8 when defining the distributions $P_2$ and $P'_2$. Then for the APF_0s, the proportion of wrong assignments has a mean of 23.2% and a standard deviation of 2.9%, and for the APF_1s, a mean of 5.7% and a standard deviation of 1.9%. Similar to Example 7, the error is lowest when $k = 1$ and this is due to the largest lifetime of a loop.
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Appendix A

The proof of Theorem 4.1 follows along similar lines as in Chazal et al. (2013) as soon as we have verified Lemma A.2 below. Note that the proof of Lemma A.2 is not covered by the approach in Chazal et al. (2013).

We first need to recall the following definition, where \( \mathcal{B}_T \) denotes the topological space of bounded real valued Borel functions defined on \([0, T]\) and its topology is induced by the uniform norm.

**Definition A.1.** A sequence \( \{X_r\}_{r=1,2,...} \) of random elements in \( \mathcal{B}_T \) converges in distribution to a random element \( X \) in \( \mathcal{B}_T \) if any bounded continuous function \( f: \mathcal{B}_T \mapsto \mathbb{R} \), \( Ef(X_r) \) converges to \( Ef(X) \) as \( r \to \infty \).

**Lemma A.2.** Let the situation be as in Section 4.2. As \( r \to \infty \), \( \sqrt{r}(\bar{A}_r - \mu) \) converges in distribution towards a zero-mean Gaussian process on \([0, T]\) with covariance function \( c(m, m') = \text{Cov}(A_1(m), A_1(m')) \), \( m, m' \in [0, T] \).

**Proof.** We need some notation and to recall some concepts of empirical process theory. For \( D \in \mathcal{D}_{T, n_{\max}} \), denote \( A_D \) the APF\(_k\) of \( D \). Let \( \mathcal{F} = \{f_m : 0 \leq m \leq T\} \) be the class of functions \( f_m : \mathcal{D}_{T, n_{\max}} \mapsto [0, \infty) \) given by \( f_m(D) = A_D(m) \). Denote \( \| \cdot \| \) the \( L^2 \) norm on \( \mathcal{F} \) with respect to the distribution of \( D_1 \), i.e. \( \|f_m(\cdot)\|^2 = \mathbb{E}\{A_D(m)^2\} \). For \( u, v \in F \), the bracket \([u, v]\) is the set of all functions \( f \in F \) with \( u \leq f \leq v \). For any \( \epsilon > 0 \), \( N_\|\|\epsilon, F, \| \cdot \| \) is the smallest integer \( J \geq 1 \) such that \( F \subset \bigcup_{j=1}^J [u_j, v_j] \) for some functions \( u_1, \ldots, u_J \) and \( v_1, \ldots, v_J \) in \( F \) with \( \|v_j - u_j\| \leq \epsilon \) for \( j = 1, \ldots, J \). We show below that \( N_\|\|\epsilon, F, \| \cdot \| \) is finite. Note that the convergence in Lemma A.2 means that \( F \) is a so-called Donsker class with respect to the distribution of \( D_1 \), see e.g. van der Vaart and Wellner (1996).

For any sequence \(-\infty = t_1 < \ldots < t_J = \infty \) with \( J \geq 2 \), for \( j = 1, \ldots, J-1 \), and for \( D = \{(m_1, l_1, c_1), \ldots, (m_n, l_n, c_n)\} \in \mathcal{D}_{T, n_{\max}} \), let \( u_j(D) = \sum_{i=1}^n c_i l_i (m_i \leq t_j) \) and \( v_j(D) = \sum_{i=1}^n c_i l_i (m_i < t_{j+1}) \) (if \( n = 0 \), then \( D \) is empty and we set \( u_j(D) \) or \( v_j(D) = 0 \)). Then, for any \( m \in [0, T] \), there exists a \( j = j(m) \) such that \( u_j(D) \leq f_m(D) \leq v_j(D) \), i.e. \( f_m(D) \in [u_j, v_j] \). Consequently, \( F \subset \bigcup_{j=1}^{J-1} [u_j, v_j] \).

We prove now that for any \( \epsilon \in (0, 1) \), the sequence \( \{t_j\}_{1 \leq j \leq J} \) can be chosen such that for \( j = 1, \ldots, J-1 \), we have \( \|v_j - u_j\| \leq \epsilon \). Write \( D_1 = \{(M_1, L_1, C_1), \ldots, (M_N, L_N, C_N)\} \), where \( N \) is random and should not to be confused with \( N \) in Sections 2.1 and 3.1 (if \( N = 0 \), then \( D_1 \) is empty). Let \( n \in \{1, \ldots, n_{\max}\} \) and
conditioned on \( N = n \), let \( I \) be uniformly selected from \( \{1, \ldots, n\} \). Then

\[
E \{(v_j(D_1) - u_j(D_1))^21(N = n)\} = n^2E \left\{1 \frac{1}{n} \sum_{i=1}^{n} C_i L_i 1(M_i \in (t_j, t_{j+1})) \right\}^2
\]

\[
\leq T^2 n_{\max}^4 E \left\{1(N = n)1(M_I \in (t_j, t_{j+1}))\right\}^2
\]

\[
\leq T^2 n_{\max}^4 P(M_I \in (t_j, t_{j+1})|N = n),
\]

as \( n \leq n_{\max}, C_i \leq n_{\max} \), and \( L_i \leq T \). Further,

\[
E \left\{(v_j(D_1) - u_j(D_1))^21(N = 0)\right\} = 0.
\]

Hence

\[
E \{v_j(D_1) - u_j(D_1)\}^2 = \sum_{n=0}^{n_{\max}} E \{(v_j(D_1) - u_j(D_1))^21(N = n)\}
\]

\[
\leq T^2 n_{\max}^5 \max_{n=1,\ldots,n_{\max}} P(M_I \in (t_j, t_{j+1})|N = n). \quad (A.7)
\]

Moreover, by Lemma A.3 below, there exists a finite sequence \( \{t_{n,j}\}_{1 \leq j \leq J_n} \) such that

\[
P(M_I \in (t_{n,j}, t_{n,j+1})|N = n) \leq \epsilon^2/(T^2 n_{\max}^6) \text{ and } J_n \leq 2 + T^2 n_{\max}^6/\epsilon^2.
\]

Thus, by choosing

\[
\{t_{j}\}_{1 \leq j \leq J} = \bigcup_{n=1,\ldots,n_{\max}} \{t_{n,j}\}_{1 \leq j \leq J_n},
\]

we have \( J \leq 2n_{\max} + T^2 n_{\max}^6/\epsilon^2 \) and

\[
\max_{n=1,\ldots,n_{\max}} P(M_I \in (t_j, t_{j+1})|N = n) \leq \frac{\epsilon^2}{T^2 n_{\max}^6}.
\]

Hence by (A.7), \( \|v_j - u_j\| \leq \epsilon \), and so by definition, \( N\|((\epsilon, F, \|\cdot\|)) \leq 2n_{\max} + T^2 n_{\max}^6/\epsilon^2 \). Therefore

\[
\int_0^1 \sqrt{\log(N\|((\epsilon, F, \|\cdot\|))} \, d\epsilon \leq \int_0^1 \sqrt{\log(2n_{\max} + T^2 n_{\max}^6/\epsilon^2)} \, d\epsilon < \infty,
\]

and so \( F \) is by Theorem 19.5 in van der Vaart (2000) a so-called Donsker class. \( \square \)

**Lemma A.3.** Let \( X \) be a positive random variable. For any \( \epsilon \in (0, 1) \), there exists a finite sequence \( -\infty = t_1 < \ldots < t_J = \infty \) such that \( J = 2 + 1/\epsilon \) and for \( j = 1, \ldots, J - 1 \),

\[
P(X \in (t_j, t_{j+1})) \leq \epsilon.
\]

**Proof.** Denote by \( F \) the cumulative distribution function of \( X \), by \( F(t-) \) the left-sided limit of \( F \) at \( t \in \mathbb{R} \), and by \( F^{-1} \) the generalised inverse of \( F \), i.e. \( F^{-1}(y) = \inf\{x \in \mathbb{R} : F(x) \geq y\} \) for \( y \in \mathbb{R} \). We verify the lemma with \( J = 2 + \lceil 1/\epsilon \rceil, t_j = \infty, \) and \( t_j = F^{-1}((j - 1)\epsilon) \) for \( j = 1, \ldots, J - 1 \). Then, for \( j = 1, \ldots, J - 2 \),

\[
P(X \in (t_j, t_{j+1})) = F(F^{-1}(je) -) - F(F^{-1}((j - 1)\epsilon)) \leq je - (j - 1)\epsilon = \epsilon.
\]

Finally,

\[
P(X \in (t_{j-1}, t_j)) = P(X > F^{-1}((J - 2)\epsilon))
\]

\[
= 1 - F(F^{-1}((J - 2)\epsilon)) \leq 1 - \lceil 1/\epsilon \rceil \epsilon < \epsilon. \quad \square
\]
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