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Chapter 0 INTRODUCTION

Differential Geometryconcernsgeometricconceptsstudiedby meansof differential
and integral calculus. Its origin goesfar back in the history of Mathematics,and an
important step in the developmentwas the investigationby C.F. Gaussin 1827 of
surfacesin Euclidean3-space.However,therealbreak-throughin the theorywasmade
by B. Riemannin 1854in his famousinaugurallecture“Über die Hypothesen,welche
der Geometriezu Grundeliegen”: “On the basichypothesesunderlyingGeometry”.

Whenyou readthis lectureyou will besurprisedto find thatheherenot only made
thefoundationsof DifferentialGeometry,butalsothatof otherbranchesof Mathematics,
which werenot existingat the time: Set-TheoryandTopology. In his theoryRiemann
wantedto createa framework, which on one hand included both Euclideanand the
non Euclideangeometries(which were new at the time) andon the other handwould
generalizethe Gaussiantheory of surfacesto higher dimensions. Furthermore,he
expectedthat his theory would be useful in formulatingvariouspartsof mathematical
physics,a subjecthe was also studyingat aboutthe sametime.

As a starting point Riemann took the basic conceptsof Euclidean Geometry:
“points”, “lines” and “distance”. First of all the “points” should constitute the
domain of his geometryand this should locally be describedby � real parameters,
( � the dimension),so for this purposehe introducedthe conceptof an ��� dimensional
manifold.

As an examplewe can think of a submanifoldin Euclideanspace,e.g. a surface
in 3-space
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or even more concretely the ��� sphere in
� �����	� -space

But the main point made by Riemann was that a manifold is an intrinsically defined
object disregarded from the surrounding Euclidean space.

The other two concepts “lines” and “distance” are closely related since in Euclid 
 s
“Elements” lines are characterized as the set of points lying “straight” between two
given points, i.e. it is a curve, which realizes the shortest distance between two points.

So how do we measure “distances” or rather “arc length” for curves in a manifold?
Let us look at our example with a submanifold � in Euclidean space �

γ

γ

and let 
���� ��������� � be a differentiable curve. Now the arc length in � is well-
known and is given by the formula

��� 
! #" $% & ' 
)( �+*  '�, *
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where ��������� is thefield of tangentsalong � and 	�
�	�
�����
���
�� definesthenormof the
vector 
�� ��� Now againRiemann� s point is that this formula shouldbe intrinsically
definedin � , that is, the normof tangentvectorsto � shouldbe part of the structure;
furthermorethis norm shouldcomefrom an inner productin eachtangentspace.Thus
we are led to the following definition.

Definition 0.1
A Riemannianmanifoldis a smooth ��� ��� manifold � togetherwith a Riemannian

metric, that is, for eachpoint !"�#� there is given an inner product in the tangent
space$&%'�(� i.e. a symmetricpositivedefinitebilinear form.

) %*�,+-�.+/�102$&%'� 34$5%2� 6 �
Furthermore) is smoothin the sensethat for any two smoothvectorfields 74�98 in �
the function !:6 ) %&�;7<%=��85%2� is a smoothfunction.

Remark
For >?��
@��$5%2� we shall often write ) %=��>?��
=�A� B;>?��
=C % � B;>?��
=C dependingon

the context.

Exercise 0.2
Let � D � be a submanifoldof � � Then for each !(�E� the tangentspace

$&%'� is naturallyidentified with a subspaceof � andthusinheritstheEuclideaninner
productfrom � . Show that this definesa Riemannianmetric on � in the senseof
Definition 0.1.

Returnto � ageneralmanifoldwith Riemannianmetric ) . Thefollowing definition
now makesgood sense:

Definition 0.3

i) Let ��0GFIH��9J�K?6 � be a smoothcurve. Thenthe arc lengthof � is definedby

L �;�G�M� LONP �;�G�Q�
NR
P 	S���������T	VU2� where 	�
�	�
W� ) %&�;
X��
=� for 
��Y$&%'�(�

ii) Let �Z0�F H��9J�K�6 � be piecewisesmooth, i.e. � is continuousand there is a
subdivision H[� �]\#� ��^_� `.`.`�� �bac� J suchthat �ed-F �gf�h�^i�b�gfjK is smooth fork �mln�.`.`.`o�9pq� Then define

L �;�G�e� L NP ���G�M�
ar
ftsu^
LOv-wv w/xzyi{�|�}
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iii) Assume � is connected and let ���������
	 Then the distance between � and � is
defined

�
� ���������
��������� ��� ��� � piecewise smooth,
� ��!#" ��$�%'& �
� �(�)" �*�+��� �(� $,���-�/.

Remark

We shall see later that
�

defines a metric in � in the usual sense and that this
metric defines the same topology as the given one ( � being a manifold is a Hausdorff
space to begin with!)

Coming back to the geometric concept of a “line” as defined in Euclid 0 s book, we
would again like to define a line in a Riemannian manifold as a set of points such that
the arc length between any two points on the line equals the distance in the sense of
Definition 0.3. However, this raises the following two questions:

Question 1

Given two points ���1�2�3� ; does there exist an arc, called a geodesic curve,
connecting the two points and whose arc length equals the distance?

Question 2

Is the curve in Question 1, if it exists, uniquely determined?

Unfortunately the answers to both questions are “No”:

Examples 0.4

i) Let � � 4657� ��8 � 8 �9. with the Riemannian metric inherited from 4�	 Let
�:� � 5<;�� 8 ���=�>� � ;?� 8 ��	

(-1,0)                             (0,0)                              (1,0)

Clearly, as seen on the figure, @
A�B�C1DFE�GIHKJ However, a geodesic in L would also
be a geodesic in MNC and since that is unique it would contain the point A)O�C1OPE , which
is not allowed, so there is no geodesic curve connecting B and D inside L .

ii) Let L GRQ*MTS U�CVB6G North pole, DWG South pole
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p

q

The shortest length of an arc from � to � is realized by any half great circle through
� and ��� Hence there are infinitely many geodesic curves from � to � .

In spite of these examples it turns out that geodesic curves do exist “locally”, that
is, if the endpoints � and � are not too far apart, and also in this case the geodesic curves
are unique. To show these facts will be our first task in the development of Riemannian
Geometry. However, before we get that far, we need some preparations.
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Chapter 1 DIFFERENTIABLE MANIFOLDS

In this chapter we review the basic notions of differentiable manifolds

Definition 1.1
Let � be a Hausdorff space with a countable basis for the topology. Let ���

(or zero).

i) A chart or coordinate system on � is a pair �����
	��
������� open , 	������
����� � a homeomorphism onto an open set.

ii) Two charts ������	�� and ������ !� are said to have smooth overlap if

 #"$	&%('��)	�����*+�,�!�� $���-*#�.�
and

	/"� !%('��) $�0�-*+�
���1	����-*#�.�
are smooth mappings (hence diffeomorphisms).

iii) An atlas for a differentiable structure on � is a set 243�5)�&67��	8679 6;:=< of charts
with pairwise smooth overlap, such that 5)�&6>9 covers �?� i.e. � 3 @ 6;:=< �&68A Two
atlasses 2 and 2 � define the same differentiable structure if 2B@C2 � is again an atlas.

iv) A differentiable manifold of dimension � is a Hausdorff space � as above with
a differentiable structure, i.e. with an atlas 2/A A chart ������	&� belongs to the
differentiable structure for �?� if it belongs to an atlas for this, i.e. if it has
smooth overlap with any chart in 2/A We shall often write � or � � to denote
the differentiable manifold.

Notation
If ������	�� is a chart we can write 	�3ED�F ' �HGIGIGH�
F �KJ A Then FML����N� are called

the local coordinates for the manifold.

Definition 1.2
Let O � be a differentiable manifold. A submanifold �?PQ�RO � is a set such that

for each ST�U� there exist charts ������	�� around S in O such that

� *V�?3XWZY[�\�^]] F P�_ 'I�`Y)��3aF P�_(b �`Y)�c3dGIGHGe3aF � �`Y)��3gf>h
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Exercise 1.3

a) Show that for � � � a submanifold, the set of charts����� �	��

� ��� ��� where
��� ��
�� are charts in � as in definition 1.2,

makes � into a manifold.

b) Show that ����� ������������� ��!#" �$�%�'&& � !(���*),+ is a submanifold of �$�%�.-
c) Let � � / be the subset

� � � � ! � ��! / � && � ! � �10�� ! / �$�2) + �
cover � by the sets�435 �6� � ! � ��! / �7"8� &&�9 ! 3(:�; +<�>=%�2)?�A@B�
and let 
 3 5DC � 35FE be defined by


 �5 � ! � ��! / ���G! / �(
 /5
� ! � ��! / ���H! � -

Show that ��I � 35 �J
 3 5�K + 3ML ��N / is an atlas for a differentiable structure on � ; but �

is not a submanifold.

M

x

x

2

1
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Definition 1.4

A continuous mapping ��������� 	�
 between two manifolds is called smooth or
differentiable if for every chart ��
������ on � and ��������� on 	

(*)
����������� �!�"�!#$�%� �&�'�(�*)+
-,.�/�����0�

)!1 )!1
� 


is smooth.

Notation

The set of smooth functions �2�3� � is denoted 465��'�7�98

The Tangent Space

Let � be an :�; dimensional differentiable manifold and let <3=>� .

Definition 1.5

i) A tangent vector at < is an equivalence class of pairs �?�@�BAC� where �$
������ is a chart
around < and AD= 
 a vector.

�E�@�BAC��F G2�?�H��I-�
if J # ����� � � ,LKNM GPO �EI6��QRA JS���%��Q differential of �T8

U �@�BAWV G denotes an equivalence class, A0QX�YA � �&Z[Z&Z[�BA 
 � are called the coordinates for
the tangent vector in the coordinate system �'
������B8

ii) The set of tangent vectors in < is denoted \ G � and is called the tangent space.

The following is an easy consequence of the definition

Proposition 1.6

] ) \ G � is an :�; dimensional vector space over .

^
) If _�`ba x) is a chart around c , then there is a natural isomorphism d%e-fhgjiWk l m

given by

d%eWn d�aBoWpqi6r�o
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� ) If (y ����� is some other chart around � we have a commutative diagram�	��

��
�� ��� 


� ����������� �"! #%$& �
We can now talk about tangent vectors to arcs in


 '

Definition 1.7
Let � ' (*) �,+-� & 
 � (*) ��+.�0/ be a differentiable curve and let 13254(6) ��+.� with � ( 1327�98;:=< The tangent >@?BABC3D-EGFIH	JLK is defined by M,NM�O ABC3DPERQ�>@?BABC3D7E9QS TVU�WLX J where

W Q MM�O A TRY >ZE�[[[ O]\^O`_ for ( a U
x) any chart around : .

(Note: this is well-defined!)

Remark
For K Q a b c an open set and

T Q dfe we get a natural isomorphism

d]e@g�hiHjJja k\l cm< We shall usually identify HjJja with c via this isomorphism. More
generally for K b c a submanifold (see definition 1.2) the tangent space HjJ�K for:nFGK naturally identifies with a linear subspace of c , namely the subspace of tangent
vectors to curves through : lying entirely in K .

Another way of characterizing tangent vectors is in terms of the associated direc-
tional derivation:

Definition 1.8
Let opJnQ S TVU�WqX J FrHjJ�K and let stFtuwv9AxKyEz< Then the directional derivative ofs with respect to opJ is

opJ"A6s�E{Q W7|	}�~����3�������Z���������3�������Z�z��� }�~-���B���
(Note: again this is well-defined.)

Notation
Let

�3���
x) be a chart around � and let � ������� ����� � be the canonical basis vectors,

that is, ��  � �6¡"� �.��� �,¡"�.¢   � ����� ��¡j�
. Then we will denote the corresponding tangent

vectors in £ ~�¤
¥

¥@¦ �
§§§§ ~ � ���.� � ¥

¥�¦ �
§§§§ ~ �

that is
� ¥

¥�¦  
§§§§ ~ �I¨ � � �� ª© ~
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Remark
If ���������
	�� then the derivation corresponding to 

���� �� � is given by������ ���� � ��������� �!�#"%$�&('*),+.- �0/ �21 � ��� � � �3"%$ &4' )�5��� ���� +.- �0/�6

The directional derivative �87 9 � �
�4�;:��<�=��	>�;7 is a derivation in the following
sense:

Definition 1.9? :@� � ��	>�A7 is a derivation at B if
?

is C linear and? ���ED�FG��� ? �����HD�FI�JBI�LKM�N�JB@� ? �OF5�
for all ��PQFR�S� � �
	T� 6

Theorem 1.10
If
? :U�<���
	>�37 is a derivation at B then there is a unique 9 � �TV � 	 such

that
? �W9 � �!DJ� 6

For the proof we need a few lemmas.

Lemma 1.11
Let �T�>�<�=�YXZ�[PEX open neighbourhood of B��>	 6 Then there is \�T�>���E��	>�

such that \� and � agree in a neighbourhood ] ^ _a`cbId efhg i outside a bigger
neighbourhood j kmlonpj n j nq_%r

Proof
By taking _ smaller we can suppose _ is the domain of a chart s�tG_vu _xwzy{ | r

Now choose a “bump-function” }Tt;_ w u k that is, } is smooth, } go~ on somel wUy{ _ w with sz���@�;��l w and } g�i outside j w�� l w k j w n�_ w r Then put

ef ����� {h� i outside j { sN�4����jRw���
}#�%s��������H� f �2��� ����j
Lemma 1.12
Let
f ���Z�=�Y_Z��k��N�5�*�Q�>�!_%k�s�� is a chart around �(r Assume s��J�@� { i `�bId�sz�!_Z��n| is an open ball with centre

i
. Then there exist  0¡���� � �!_Z�%k�¢ { ~ k¤£�£�£,kQ¥Nk such that

1)
f �2��� { f �¦�@�N§ |¨©�ª�«­¬ ©�®2¯±°³²�´ © ®2¯±° µL¯�¶R·

2)
´ © ®�¸I°�¹ º¼»º�½¤¾ ®¦¸@°

11



Proof
It suffices to take ��� � an open ball, ����� and 	�

������������
���� the identity chart.

Then we must show that for � defined in ��� � we have

(*) ��	�
 � ����������
 � ���������! #" �$ % & � 

% ' % 	(
 � �������)�*
 � �

for some ' %,+ �.- with ' % ���/ 0� 1321�4�5 ���! .
To show (*) consider ��	�67

�����������*67
��8�9� 6;:�< �8��=�>��

�?	�
 � ���������*
 � �A@B�����! C� �D E FF 6 ��	�67
 � ���������*67
 � ��G96
� �$ % & �

�D E 
 % ��H % �I 	 67
 � ���������*67
 � � GJ6
� �$ % & � 


% ' % 	 
 � ����������
 � �
with ' % 	 
 � �������)�*
 � � � �D E H % � 	 67
 � ���������*67
 � � G96K� ' ���/ �� �D E H % �����/ LG96M� F �F 
 % ���! ON

Proof of theorem 1.10
Let P +RQ,S ��TU V- be a derivation at � .

I. PL�W=X Y�ZPL��=A[J=X Y�ZPL�W=X \[]=^"_=`[�PW�W=X ON Hence PL��=X a�b��N By linearity PL�(cd a�Z� for c
any constant.

II. If � is zero in a neighbourhood of � then PW���I e�f��N In fact as in the proof of
lemma 1.11 we can find gh: Q,S ��TU O� such that gjiZ= near � and gkil� outside
the neighbourhood where � vanishes. Hence �m[9gnio� so that�,�pPL���q[�g
 ��pPL���I r[J=s"t���u�v r[wPL�(gv M�xPL�7�I 
We conclude that if �d� ' : Q,S �(TU and �yi ' in a neighbourhood of � thenPL���I ��zPL� '  .

III. By step II we can extend P to all

Q,S
functions, which are just defined in some neigh-

bourhood of � , simply by setting PL�(�I ,�{Pw|~}�#� where � is defined near ��� }��:Q S �(TU and � and }� agree in a neighbourhood of � . Given ��� }� exists by lemma
1.11. Extended in this way P is still a derivation on the set of all such locally
defined functions.

12



IV. Now let ( ��� x) be a chart around � as in lemma 1.12. Then

(**) ��� �� 	 
�� ��
��
	����� �

	����� �
In fact by that lemma, �����������! �"	 
�� �

	 # 	 � and since $%�&�'�(�*)
�+���,�-�.)/ �� 	 
�� ��
��

	0� 1 # 	 �2���3 �)
� �� 	 
�� �4
0�

	0� � �� �
	 �5���76

Now the right hand side of (**) is the derivation by a tangent vector, which shows
the theorem.

Definition 1.13

Let �98;: <>= be a differentiable mapping between differentiable manifolds. The
differential of � or the tangent mapping �@?@���BAC�D�FE+��� at the point �HG9: is defined by

�@?;I $J�LK;M � �ON2PQ�QRS
�PUT(�VTW$�X �
�
Y[Z \^]7_�`ba0c;d Ze\^]

where ( fQg x) and ( h-g y) are charts around i and j _ i a respectively.

(Note: This is well-defined.)

Remark

For k lmfon pmgrq lshtn u open sets, the differential of jwv!frx h atiHy�f identifies with the usual differential z{j \ v p|x u via the natural isomorphisms} \ f~l p�g } d Ze\^] h>l u��
The following is straight forward:

Proposition 1.14

i) j���v } \ k x } d Ze\�] q is linear.

ii) Let � \ y } \ k�� Then j��4� \ corresponds to the derivation

_ j@��� \ a�_���a l�� \ _���� j a � y���� _ q a
13



iii) Theidentity ������� � � �
	��
������������������� � ������� and if ����� � � and� ��� � ! are differentiablemappingswe havethe “chain-rule”" �$# ��% � � � � # �&�$� that is,
" �'# �(% �)� � � �+*&,-�/. # ���0�1��
�2� *43� � *&,-�/. �" �5# �(% �76 8 � �� ,:9<;+*/.),-�/. !

Smooth Vector Fields
Definition 1.15
A family of tangent vectors =/>5��? ��@2A ��>5�CBD����� , is called a smoothvectorfield

if for every chart
"FE �+GH% the mapping

EJI K
given by LNMI O�P<Q5R is differentiable.

Remark
For S TVUXW K we can identify a smooth vector field

Q
with a smooth mapQ Y U I K

using the natural identification Z R U\[T K�] More generally for S W K
a submanifold we shall identify a smooth vector field

Q
on S with a smooth mapQ Y S I K

such that
Q�^ L`_bacZ R S W K�d for all L�a
S (cf. remark following

definition 1.7).

Example 1.16

For
^ U d+O _ a chart and efThg djikiki<dmlHdVnpookqkr$sss R`t R/u
v is a smooth vector field in U d

which we of course denote
ookq r ]

If now
Q

is any vector field in U , then by definitionQ T Kw xzy|{D} x�~~�� x
where

} x Y U I are smooth iff
Q

is smooth.

Exercise 1.17
A family of tangent vectors

Q5R a�Z R S d LDa�S d defines a smooth vector field
iff for every ��a���� ^ SJ_ the function

Q�^ ��_ defined byQ�^ �(_ ^ L`_HT Q5R�^ �(_ L�a�S
is smooth.

14



Next let us define the Lie bracketof two smooth vector fields � and � on � �
For each ����� define

� �
	��
������������� � ��������������� � ��� ������� �
�"!
#$�����

Proposition 1.18

i) The mapping
� �%	��&� � �(')�*�+! # ���,�.- is a derivation, hencedefinesa tangent

vector at � .
ii) Thefamily

� �%	/�0� � 	1�2�3�4	 definesa smoothvectorfield.

Proof
Let �5	�67�8! # �����:9 Then

�����.';6<�=���.���>��';6@?A�*'B�.��6C�
Hence

� � �������.';6<�(�D�4� � ���E�����F�G'B65�H�I�J?K� � ���>��'B� � ��6C�I?L� � ���>��'M� � ��6C�I?A�D�H�I��';� � ���.�N6C�(�
Similarly

� � ��� ���.';6<���D�O� � �N� ���>����'B65�H�5�J?K� � ������'M� � �N6P�5?A� � ���>��'B� � ��6C�I?A�D�H�5�Q� � �N� ��6C�F�
Subtracting we get

� �R	��
� � ���.';6<��� � �%	��&� � ������';65�)�I�J?S�G�H�I� � �R	��
� � �N6P�
which shows i).

ii) is obvious in view of exercise 1.17.

Definition 1.19
For �R	�� smooth vector fields the vector field

� �%	��0� given by
� �%	��0� � above is

called the Lie bracket of � and � .

Notation
Sometimes we shall write

T=U ���V�D� � �%	/�
��9

15



Remark
If ��������� is any chart then the vector fields 		�

� satisfy�������� � ������������ ��� �� "!

The following proposition is straight forward

Proposition 1.20
The Lie bracket satisfies

i) # $%�'&)(+*-, . linear in both $ and & ,

ii) /102�43�56&7� � $8�439�15"&;:<3=/10>�4&?�)�@3BABC)DE�GFH� ,
iii) (Jacobi identity)# $%�I#J&K�MLN(O(�:P# &��Q#JLR�'$S(O(T:U#VLR�I# $W�X&)(O( �@� ,
iv) equivalently/ 0 �X#J&K�MLY(Z� � # / 0 �4&?�'�MLN(T:P#J&K�X/ 0 �4L[�G( ,
v) # $%�'&)( � .?#J&���$W( .

Now let us return to the notion of a Riemannian metric:

Recall that a Riemannian metric on F is a collection of inner products\^] �_5-��5`�baOc ] F dec ] F f
such that for $W�X& smooth vector fields on F the function gWhf \^] �Z$ ] �X& ] � is smooth.
Now suppose ( �i� x) is a chart; then in particular the functions \ �j� � \lk>mm�n�oip mm�n'qOr are
smooth and for each sStvu the symmetric matrix w6xIyjz|{}sT~'� determines the inner productx^� in ���"�<� In fact, if � p�� t����O� have coordinates�2�H� y � y����� y����� � � �;� z � z����� zS���� �
Then x � {Z� p�� ~���x �R�� � y � y����� y[���� � p � z � z����� zS���� �O��� � y�� z � y � z x �e� ���� y[���� � p ���� zS���� �Q�� � y�� z � y � z xIyjz|{�s�~
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That is, ��� is the bilinear form given by the matrix �������	��

��� with respect to the basis������������� ����������� ����������� �
�! Notice that since ��� is symmetric and positive definite, the matrix���"���#�$

�%� is a positive symmetric matrix.

Remark
Notice that the Euclidean metric in &(' ) with coordinates *,+.- ��������� +/)10 corre-

sponds to the matrix

(***) �2�43 5687:9 ;
. . .; 9=<8>? @ 
  

Therefore if ( & � x) is a chart in a manifold A with metric � such that (***) holds,
then we shall say that the metric with respect to �B& ��C � is Euclidean or flat. We shall
see later that given a metric we can not always find a local chart, which makes the
metric Euclidean.

Theorem 1.21
Every differentiable manifold has at least one Riemannian metric.

Proof
Let D be an arbitrary manifold. To begin with let ( EGF x) be a chart and observe

that at least in E we can find a Riemannian metric simply by choosing the Euclidean
one with respect to x, i.e. such that (***) holds. Hence if we cover D by coordinate
charts HJIBELKMFONPKRQ%S K�T	U then in each ELK we can find a metricVXW KZY I�[
Q\I^]_F�]`Qba	c�d	D efcgdJD h F [MijEkK.l

Now we can choose a partition of unity subordinate HmEkKnS K1T	U F that is, a familyH#oRK
S KgTmU of smooth functions oRKbapD h F such that

i) qsrtouKvr w
ii) xgyXzXz{ouK}|~EkK
iii) For each [bi=D there is a neighbourhood � , which intersects x1y�zXz�ouK for only

finitely many � and � K oRK���wml
Then we can define a metric V byV d1I��uF%�!Q��{� K oRKnI�[
Q�] V W KJYd I��uF%�!Q\l

In fact for fixed [.F V d is a finite convex combination of positive symmetric bilinear
functions and hence is a positive definite symmetric bilinear function. Furthermore V
is smooth:
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Given � and � smooth vector fields the function

���� ���
	 � ��� � ��
�������� � 	���
������
���
� 	 � ��� � ��


is locally a finite sum of smooth functions. This proves the theorem.
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Appendix A PARTITION OF UNITY

Definition A1
Let � be a topological space and �������	��
 �
��� a covering of ���
1) A covering ����������� � ��� is called a refinement of � if, for every ���! , there

is an "#�!$ such that � �&% �'� .

2) A set of subsets �)(*��
 �
��� of � is called locally finite if every point of � has a
neighbourhood � such that �,+-(.�0/�21 for at most finitely many "3�4$5�
Definition A2.
Let 6 be a smooth manifold and � � �7�'��
 �
��� an open covering of 6 . A

partition of unity subordinate � is a family �98 � 
 �
��� of :<; functions on 6 such that
the following holds:

i) =?>�85�3>A@ and B
C�DED*8F� % �'�3G for all "H�I$FG
ii) � B
C�D�D.8 �KJJ "L�M$ � is locally finite,

iii) for all N!�O6 we have P
�
��� 8F�RQSN5T	�U@

Theorem A3
Let �V���7�'�W
 �
��� be an open covering of a smooth manifold 6X� Then there exists

a partition of unity subordinate �Y�
For the proof we need a few preparations:

Notation
For Z�[�= put \ Q]Z^T_�V`5aMb c�dddWe fge
hji

k'l
We shall use without proof the existence of “bump functions” (see e.g. Warner [ ]):

Lemma A4
There exists a non-negative smooth function m on c such that

i) m e n3oqpsrut p
ii) v�w�x�xym�z n0o|{�r

l
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Next we prove:

Lemma A5
Let ���������
	 ����
 be an open covering of an ��� dimensional smooth manifold �
Then there exists an atlas

� �����
�����������! �#" $&%('*),+.-�'
with J countable, such that

a) �/���0	 �1�32 is a locally finite refinement of � ,

b) �  � ��46587�9 '
c) If we put :;���<��=
>� 58465@?/9A9 'CBEDGFIHKJ �L�/:;�0	 �1�32 is a covering of � .

Proof
1. First we construct a sequence of compact subsets MON 'PH.+ , such that MQN "MSR N/T�U and VXWY/Z U�[S\ Y^]�_a` In fact, since _ is locally compact with a countable basis,

we can cover _ by countably many open sets b ]dcfe USgIhShShIg e Y gShShShji such that e Y is
compact for every k . Then we define [ Y by induction: For k ]ml put [ U ] e U ` For
higher k suppose that [ Y is found such that e UnV6hIhSh3V e Ypo [ Y ` Then since [ Y is
compact and b is a covering we can find an q rdk^s l such that

[ Y^o e UtV;hShShfV evuw`
Then we put [ Y/x U ] e UQV6hShSh�V e u `

2. Now fix kzy ` Then we have (putting [O{ ] [!| U ]~} )
� ] [ Y/x U�� [ \ Y o [ \ Y/x�� � [ Y | U ]a�

where
�

is compact and � is open. Around every point of
�

we can now choose a
chart ���G�m� �!� ]�������� such that for some �zy�� we have � o �<�;����` Let � ]
� | U ���6�El/�E��` Since

�
can be covered by finitely many such ��� s we obtain a finite set

of charts

(A.6) � � Y�� ��� g�� Y�� �3��� gShShSh�g3 ¡� Y�� ��¢�£¥¤X¦�§�¨ ©�ª�£¬«
such that

­ §/®�¯�° ­²± §´³¶µ §�¨ ©�·�¸;¹S¹I¹/¸ µ §�¨ ©�ª £»º
Let ¼ be the atlas consisting of all the charts ½�¾À¿�Á ¤A¦ Á0ÂÄÃ ÁÆÅ3Ç in (A.6) for all ÈÊÉº Then clearly ËLÌÍ½/¿�Á0Ã Á1Å�Ç is a refinement of Î º
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By construction there are at most finitely many ����� s inside � ���
	
hence � is locally

finite. also since � 
 ������� � ��� � ������� ������� � ������� � � �����
it is clear that the ��� � s cover

�"!
This proves the lemma since # is clearly countable.

Proof of theorem A3.
Let $ 
&%('�)+* )-,(. be an open covering of

�
and choose an atlas / as in lemma

A5. Choosing a “bump function” as in lemma A4 we define 01�32 � 4 	6567 # 	
by01�98;:+< 
&= 0?>A@B�C8;:D< 	 : 7 ��� 	E 	 :?F7 ��� !

Then clearly 0�� is smooth and satisfies

i)
EHG 0�� G I 	

ii) J�K�L�LNM1OQPSR3TBUOWVYXZV\[^]9]`_
iii) Mba cdO`e fhg
Note that ikjAl m defined byi Von+]qpsrOut^v M�O Von+]
is well-defined and smooth since w is locally finite. Since w is a refinement of x , we
can choose a function yzjA{"m | such that }�O~PS����� O�� for all ����{�g Now we define
for each ���&| �
� Von+]qp r��� O���� � M1O Von+]C� i V�n+]A_ n ��l
(and

�
� p�� if y V � ]`�p � for all ���s{ ). Note that since the c�O�� s cover l we havei Von+]�� f for all n ��l _ and also

�D�
is well-defined and smooth on l . Clearly��� r��� O���� � M1O ��rO�t^v M�O p i

so that ��� � � � f(g Also�-� L�L �
� P ���� O���� � �-� L�L�M�OqP ���� O���� � }�O3P � �
and ¡ �-� L�L �D�D¢ � t(£ is locally finite. In fact, suppose � is a neighbourhood of n such that
only }�O�¤¦¥¨§¨§©§©¥«ª�¬;­ has non-empty intersection with ® . Then ¯-°�±�±³²D´�µ¶®¸·¹�º only if »½¼¾À¿�Á ÂCÃ¦Ä ¥¨§©§¨§©¥ ¿1Á ÂÆÅ�ÄÈÇ

which is a finite set. Finally we clearly haveÉ´ËÊ(Ì ²D´ Á;Í+Ä ¹ É´-ÊhÌ ÉÎ�Ï ¬�Ð�ÑB´6Ò ¬ Á;Í+ÄÆÓ(ÔÕÁ;ÍDÄ
¹ É ¬uÊ^Ö Ò ¬ Á;Í+Ä×Ó(ÔÕÁ;Í+Ä ¹ÙØhÚ

Hence
¾ ²D´ Ç ´-Ê^Ö is a partition of unity subordinate Û Ú
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Chapter 2 CONNECTIONS

In the introduction we mentioned the problem of finding the curve between two given
points on a Riemannian manifold such that the arc length is minimal. This is actually a
classical problem in Variational Calculus and for a solution curve there is a necessary
condition known as “the Euler differential equation”. It turns out that this is most
conveniently expressible in terms of a first order differential operator called a “linear
connection” associated with the Riemannian metric.

We therefore start by studying the formal properties of such a linear connection.

Definition 2.1
Let � be a smooth manifold. A linear connection in � is an operator (“dell”),

which to any two smooth vector fields � and � on � associates a third ������� such that

1) � ���	� is smooth.

2) ��

�������
����� ��
��
�	��� �����
���

3) ����������������� ���
������� ������� �

4) ! � ���	�"�$# �����	� #&%('*)+���,�

5) � �
#-�	�.�/# � ���	�0�1�2�
#3��45� #6%6' ) �7�,�98

Proposition 2.2
� ���	�:�<;�� depends only on �>= (and � ), that is, if �>=?�@�BA=�CEDGF�H � �
���:�I;��>�

�KJ �
���:�<;��98

Proof
First assume that � and � A agree in some neighbourhood of ; , and choose a “bump

function” # on � , which is 1 near ; and 0 outside a neighbourhood in which � and
� A agree. Then #�� �L#�� A so that by 4)

# � �
����� ! �����	��� ! �MJ��
�	���(# �NJ ���	�98
Evaluating at ; yields

� ���	�:�<;���� �MJ ���	�9�I;��O8
Hence � ���	�9�I;�� makes sense just � is defined in a neighbourhood of ; . Now choose

a local chart ( PRQ x) and write �S�
TU
VXW3Y[Z

V>\\�]�^ in _R` Then by 2) and 4)

a�b�c�d�e fg
^ihkj�l

^nmmpo ^
b
c�d�e qr

VIW0Y Z
V mmpo ^ b
c	d
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Hence

���������	�
��� 
� � �����
�
�	��� ������ �������	���

where the right hand side only involves �
�
�	�
��� �!�#"$�&%'%&%&�)( , that is, the coordinates

of * + .
Notation

We shall write �-,.�����/� �0�������	�
�
Remark

The Lie-derivation 1 � ����� does not define a connection since it does not satisfy
4) in the definition 2.1.

Exercise 2.3

Let 2 
43 5 be a submanifold, and as usual identify 67+82 �/�:9 2 , with a
subspace in 5�; (See remark following definition 1.7.) For � 9 5 let < � � < � +denote the orthogonalprojectionof � onto 67+ � 2 � . Now define for * + 9 67+82 � �=,
as follows:

Identify � , a smooth vector field on 2 , with a map �?> 2 @ 5 and define

� ,8������� <BADC � ,8�����DE +
where C � , ������� C ������� * + ��� A *F+ A � � E8�&%'%'%&� *F+ A � 5 EGE is the directional derivative
of � in the direction * + . Show that � ,.����� defines a connection in 2 in the sense
of definition 2.1.

Notation

For 2 
 � H an open set in 
 the connection in Exercise 2.3 is called the
Euclideanor flat connection.

Next let us express a connection in local coordinates:

Let A HI�)J � �'%'%'%K�)J 
 E be a local coordinate system on 2 and let us put L7M � NN&OGP �)QR�"$�'%'%'%S�)(�� for short. Then T (restricted to H ) is determined by (VU smooth functions W M
�YX

given by

(2.4) N � � L
X �Z� �

M W M
�YX
L M
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In fact let ��������� �
	 ����
 ������� ��	 �
be smooth vector fields on � then��� 
�� � ����� � � � � 
!� �#" � � � � �%$& " � � � 	 �(')

�*" � � � $& " �,+ 	 � � �(- 	 ��. � � � � � 	 �/��')
�*" � " � � � + 	 � � �0- 	 �1. " � " � � � � �32 "54�6 4�7� 	 4/8
�*" 4 9: " � � �<; 	 � � 4>= . " � � � $& " � 6 4�?� � � ')A@B 	 4

That is

(2.5)

� � 
C� �#" 4 2 " � � � � 4 D � 8 	 4� 4 D � � 	 � � 4 . " � 6 4�?� � �
We summarize in

Proposition 2.6
Let E be a connection in F and GIH�JLKNMOJ(POP(POJLKRQTS a local chart in U . Then VV H�J is

determined by the WYX smooth functions Z3[\7] in ^`_badcTe . Furthermore given WfX such functions
we can define g in H by the formulas ^h_bajike and this defines a connection in H�a

Proof
It remains to prove that g given by (2.5) satisfies definition 2.1. The only non-trivial

point is equation 5). So let lnmpo�qA^�H�era Thens ^`lNt!evu#w [ x w \zy \<{ l%| [>} J \�~�� [
where { l�| [O} J \ u �5\ { l�| [O}C� w ] Z [\?] lf| ] u �k\ ^`l�e3�O| [�� l��>| [ J \
Hences ^`lNt!e�u w [ x w \ y \ �5\ ^`l�e3�>| [ ~ � [ � w [ x w \ y \ lf| [ J \ ~ � [ u���^�l�e�t � l�� s ^�t!e�a
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From this we conclude

Corollary 2.7
Every smooth manifold has a connection.

Proof
The proof is similar to the proof of the existence of a Riemannian metric: Cover �

by local coordinate charts. In each ��� choose any connection, say put � ����
	���
 which
defines a connection

���
in ����� Now choose a partition of unity ������� ����� subordinate����� � ����� , and put

!#" � ��� ���
that is $&%('*) !�" � ��� � �$ %+',)
One checks easily that this defines a connection in � .

Parallel Transport

Now consider a differentiable manifold with given connection - . The reason why- is called a “connection” is that it provides a way of “connecting” the tangent space
at one point . by the tangent space at another point / . We cannot expect to find a
canonical isomorphism 0213� 4! 0�56� for any two points unless � is parallellizable
(which not all manifolds are). However, given a smooth curve798�:<; 
>=>?�@ � 
 7 % ; ) ! . 
 7 % = ) ! / 

we can parallel transport a tangent vector ACBD0�1�� along 7 to a vector in 0�5 % � ) .

Let 7E8F: ; 
>=G?H@ � be a smooth curve. By a smooth vector field along 7 we mean
a family ��I�JK� JL��M NPO QLR of tangent vectors SUTWVYXUZ3[ T]\(^ which is smooth in the following
sense:

Suppose _a`cbGdfegbghghghibGdkj�l are local coordinates near mHn]oqpsr and

S T�t ju v w e
x
v
n]oGrzyy d

v*{{{ Z3[ T|\
for o in an interval around oqp ; then we require the functions x

v
n]oGr to be smooth (note

that this is independent of choice of chart).

Example.

The velocity vector field } Z} T is a smooth vector field along m .
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q

dγ
dt

p

Now our connection makes it possible to make the covariant derivative of a vector
field along � :

Lemma 2.8

There is a uniquely determined operator in the set of vector fields along �
� �� � ����	� ��
 � ��
��� � ���

called covariant derivation along � such that

a) ������������ � � �!�� �#" �$�� �
b) For %'&)(+* ��,.-0/ �21 ����34�5�� � � � 3� � � " % �!�� �
c) If

� � �7698 � � �
- 6 a vector field on : , then

� ��;� � � � � �<
�=� � 6 � � � � � �>�

Proof

It is clearly enough to prove this locally, so we can assume that there are local
coordinates ?A@ ->BDC4-FEFEGEG-0B9HJIK-

such that �$L ,M- / NPO @RQ Put S;T � UUFV4W
-

and write
� �X TZY T S;T - Y T 1 L ,M- /[N �

smooth, and �9\ � B \�]^� -`_a-cb �ed -FEFEFEf->g Q
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Uniqueness: Using a) – c) we obtain�������� �	 
 �
� ��������

 � 
�� � 	�
�� � � 
����� � 
�� � 
 ���� � 
��

� 	 
 � � � 
��� � 
�� � 
 !
"$#&% "#&'�( "*) �


,+.-/
� 	�
 � � � 
��� � 
�� � 
 	�0 �21 0��� ( " �


�-/
� 	�
 � � � 
��� � 
�� � 
 	 043 5 �21

0
���76 508
 � 5 -/

� 	 5 � � � 5��� � 	8
90 �:1 0��� 6 508
 � 
 -/ � 5
That is given ; and

1=<?>A@B4C depends only on
� <

which proves uniqueness.

Existence simply follows by defining
>A@BDC by the above formula.

Definition 2.9
A vector field

�
along

1
is called parallel if

>A@BDCFEHG
V

Proposition 2.10
Given a smooth curve IKJML N�OQPSRUT V and a vector W�XZY\[�]:^ X`_ Vba Then there is a

unique parallel vector field Wdc along e extending WdX .
Proof
By subdivision it is clearly enough to do this for e lying inside a coordinate chartf8g O4hjikOmlml`l`OQhdnpo . Looking at the proof of lemma 2.8 we see that we must solve the

differential equationsq:rtsq�uwvyx{z9| q e
|q�u~} s|8z r z���� �����

Omlmlml�O4�
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for ����� ���	��
 and initial condition ��
�����������
� ����������� � ���"! .

Now this is a differential equation of the form

��#$�&%�'(� �)�+*,�-�$���	
/. 0
for %1�2�	� an !435! matrix-valued function. From the general theorem for existence and
uniqueness of differential equations we know that such solutions exist at least in a small
interval. However, since the equation is linear the solution exists over all of � �$���	
�6 In
fact suppose �87:9;� is the supremum of end points of intervals � �$��<=� on which solutions
do exist. Now in a small interval around ��7 we can find solutions ��> � � � �8�	� 0 such
that for each � in the interval �?>@�2�	��� � �����	� 0 �A�	� is a basis for 0 6 Now given �B����� choose
�8CD9E��7 in this interval so that we have a solution � defined on � ���	<F� , �GCH9I<&9E��7 .
Then �B�A� C �F�KJ/>��?> ��� C �MLN� ���8LOJ 0 � 0 �P� C ���QJ 
 � and J/>��?>/LN� � �GLRJ 0 � 0 is a solution in
a small interval around ��7 extending ��6 This is a contradiction so ��7��S� .

Furthermore the solution is unique which proves the proposition.

Definition 2.11
TGU *WVYX�Z . V�[ Z given by T8U �]\ � �:�^\M_ for \$` a parallel field along a is called

the parallel transport along a .

Remark
TGU *bVcX?Z . V�[�Z is a linear isomorphism.

Example 2.13

Z � 0 with the Euclidean connection. Then T *dVYX 0 . V�[ 0 is the usual
parallel translation.

Exercise 2.12

a) Let eFf:g h be the unit sphere with connection induced from h as in exercise 2.3
Let a be the horizontal circle parametrized by

ab�A�	�=�i�]jlknm�oM�p�qjlo�rtsu�p�d<v��� wE9xjy9z���|{l��9;<O9}�
w�~��q~K���4� j f LN< f ���

Let ���2�	�)� ��{�o�r�su�p��k�m�oM�p��wc�y� >� �
U
� ` be the normalized velocity field and� �A�	�|����{�<lk�m�oM�p�|{�<�o�rtsu�G�Gj�� be the orthogonal field pointing to the north pole.

Show that for any angle � 7��S� w��G���1
 the field � given by

�����	���Kk�m�o��P� 7u{�<W�������2�	�,L�o�rtsl��� 7u{�</�"� � �A�	� �p�N� w��G�@�,

is parallel along a .
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b) Let � � � be the cone��� ���	��

��
�������������� � ��� � ��� � � ����� 
 �"!$#&%
where

#(' � 
 � '*)
are fixed and satisfy � � �+� � � )-,

Again let � have the
induced connection from � 
 and let .(�/� be the ray through the point

� � 
0#�
 � � .
Finally let � have the Euclidean connection and let 12� � be the sector given
by polar coordinates 13� ���546
078�/��� #9'$79'(:<; � %
where

�=��
>��� � �54�?A@-BC79
D4�B
EGFH78�0,
Show that there is a diffeomorphism IKJL1NM �POQ. given by�546
078� M R 4 � ?A@-B 7� 
�4 � BSETF 7� 
�4 �VU
and that it preserves the connections.
(Hint: Express the Euclidean connection in � by polar coordinates, i.e., find WVXY[Z ).

c) Let \^] 
 \ � � _ be two submanifolds which “touch” along a curve `aJ�b c 
0d0e M\K]Dfg\ � 
 that is, hji8kmlonp\q]r�shji8kml	np\ � for all tvu(bwc 
>d0e5, Show that in the induced
connections from _ parallel transport along ` in \q] is the same as parallel
transport along ` in \ � .

d) Give a “geometric proof of a) using c) with \q]x� y � and \ � a cone in �
touching y � along the circle ` ,

M

M

2

1

We now again turn to a manifold with a Riemannian metric, and we want to
show that there is a canonical connection associated to it, the so-called “Riemannian
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connection” or the “Levi-Civita connection”.

Proposition 2.13
Let � be a Riemannian manifold with metric ���������	��

��� a connection in� the following are equivalent:

i) For all smooth vector fields �������������������� ����� � � �!� "���� ���$# �%��� �&� ���
ii) For every smooth curve ')(+*-,���.0/ 1 �2� the parallel transport 3546(87 4:9<;>= � 17 4?9A@B= � is a linear isometry.

Proof
First let us show that i) is equivalent to

i � ) For 'C(
*-,���.�/D1 � any smooth curve and E���F vector fields along 'GG:HJI E���FLK �NM�O EG?H ��F)P #QM ER� O FG?H PS�
In fact clearly i � ) implies i). On the other hand, if i � ) is true for ER��FC� and TU(V* ,���.�/V1
is smooth, then it is easy to see that i � ) is true for E and F replaced by TWE and F or byE and TWF . Now if i) is true for � then, it is clearly true locally, hence in particular
it follows for any � and ������� � XX>Y[Z]\ ^^>_�` in some local coordinate system. Now
since acb!d e�bgfhe only depends on i$bgfje we thus have i k ) valid for l \�m n ^^>_[o \p^^>_ `restricted to q . And since any vector field along q is a linear combination of these
where the coefficients are smooth functions, i k ) follows by our previous remark. Thus
i) is equivalent to i k ).

Now rseut rvrse0w In fact by i k ) for l and m parallel along q we have sincex ly{z�|~} \
x my:z |~}

that ����[� l \�mL��n } \ that is, � l \�m�� is constant along q and in particular

� l�� \�m � �Rn � l�� \�m � �
which proves ii).

To prove rgr�e t rse or rather rvr�e t r k e first choose parallel fields alongq \����>\��>�>�5\�����\ such that ��� b���e \��>�>�%\���� b���e is an orthonormal basis in ���?� ���B� w Then
by assumption ��� b z e \>�>�>�5\���� b z e is again an orthonormal basis for � �?� � � � for each

zS�� � \��0� w Now for l]b z e n�����  � b z e ��� b z e \¡m b z e n¢��£5¤ £ b z e �W£ b z e any two vector fields
along q we then have

� l \�m��¥n§¦ �   � ¤ � \
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hence ����������
	���
���� ��� �������� ��� ��� � � � � ������
But since � �����
���� � � ����"! � �

� 	� � 
#��$ � � $���%! $

(because the ! �'& s are parallel) this equation is just i
&
) which proves the proposition.

Definition 2.14
A connection ( is called symmetric or torsion free if for all smooth vector fields)

and *
+-, */.10 2 , ) . 
43 ) � *65

Exercise 2.15
Define for

) � * as above the torsion7 , ) � *8. 
 +9, */.10 2 , ) .10 3 ) � *:5
a) Show that

7
is a tensor, that is,

7 , ) � */. ,<; . depends only on
):=

and * = �
(Hint: Show that for >@?BA6C ,ED . � 7 , > ) � *9. 
 7 , ) � >F*/. 
 > 7 , ) � */. and
compare the proof of proposition 2.2)

b) If GIH �KJMLN�PONONOP�KJ�Q�R is a local coordinate system and S1T�U$ are defined by (2.4), then7 
WV iff S T�U$ 
 S T$I�:XFY �[Z��
Theorem 2.16
Let D be a Riemannian manifold. Then there is precisely one connection ( such that

a) is symmetric.

b) Either i) or ii) in proposition \ �^]�_ is fulfilled.

Notation
The connection given by theorem \ �<]P` is called the Riemannian connection or the

Levi-Civita connection for the Riemannian metric.
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Proof of theorem 2.16.
Uniqueness. It is enough to do it locally. Thus let ���������	�	
	
	
����
��� be a coordinate

chart and as before let ����� ��	��� ���������	
�
	
�� � , and !"�$#%��&'���(�)�*#"+,� where &�-.�/-0+ is the
Riemannian metric. Now by assumption using proposition 2.13 i)

(2.17) � � �1! #�2 �3�4� � &'� # �)� 2 +(�5& � � 6 � #87 �9� 2 +�:;&<� # � � � 6 � 2 7 +
and as in (2.4) let

� � 6 �=# 7 �?>A@CB @�$# � @ED
Furthermore put

(2.18) F �HG��JILKA��& � � 6 �=# 7 ��� 2 +M�?> @ B @�$# ! @ 2
Then (2.17) reads

(2.19) N ����! #�2 �OF �PG��JILK�:;F �1IA�QG�K
and by cyclic permutations

(2.19) NRN �*#S! 2�� �TF GLIA���UKL:VF GW� �JIXK
(2.19) NRNYN � 2 !8�$#/�OFZI�� �QG�KL:;F[I=G����'K
Now since the connection is symmetric F �\G��JILKA�OF GW� �JIXK and we obtain from

6']L^ ��_ 7 NR`.N[N[N�a
(2.20)

F �\G��JI�KA� �] �b����! #�2 :c�=#/! 2,��d � 2 !8�$#	�3�;>A@eB @�$# ! @ 2
� �1G��JIf�?���	
	
�
����

Now introducing the inverse matrixg
! �$#Lh �ji"!"�$#8k `��

we can write (2.20) in the form

(2.21) B @�$# �V> 2 F �\G��JILK.! 2 @ �l�QG��,m��?���	
	
�
����
so that B @�$# are uniquely determined by i"!8�$#8k and the derivatives of i�!"�$#8k ^ This clearly
shows uniqueness.

Existence now follows locally by simply defining in a chart a connection corre-
sponding to the functions B @�$# given by (2.21). On overlapping charts the corresponding

33



connections will agree by the uniqueness. This ends the proof.

Notation
The functions � �������	� and 
��
�� are called Christoffel-symbols (of the first respectively

the second kind) for the connection, and the equations (2.20) and (2.21) are called the
Christoffel identities.

Exercise 2.22
Let � � � be a submanifold and let � be the connection in � induced from

� as in exercise 2.3.

i) Show that � is symmetric.

ii) Show that � is the Riemannian connection associated to the Riemannian metric
induced from � (cf. exercise 0.2).
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Chapter 3 GEODESICS AND THE
EXPONENTIAL MAP

Let � be a manifold with a linear connection � .

Definition 3.1
A smooth curve ����� �	��

��� � is called a geodesic if the velocity vector field ������is parallel along � , that is if �

��� � � ����������
Let us express this condition in local coordinates: let  "!#��$&%'�'()('()��$+*-, be the local
coordinates and let .�/021 be the Christoffel symbols. Let � 043 ��576 $ 0"3 � 3 ��5�5 896;: �'()('(<��=
so that ������ 6?> 0 ���A@���CB 0ED Now in the proof of proposition 2.10 we found that a vector
field along � given in local coordinates by F � 6G> 0�H 0 B 0 is parallel iff it satisfies� H /���JILK 0M1 � � 1��� . /1"0 H 0 6 � N 6O: �'('()(<��=QP
Hence � is a geodesic iff it satisfies

(3.2)
�SR
TVUW�X"Y[Z]\"^2_a` U^2_ WST ^W�X WST _W�XGb�c debgf�h'i)i'i)h�jQk

This is a system of 2nd order differential equations of the following form: Letl bnmpoVqrh'i'i)i<h�otsvuxw sChzy|{ Y s an open set with coordinates } l h�~���h�����yO� s
is smooth, and the equation is W Y lW�X"Y�b���� l h W lW�X��
In this situation we need the following

Theorem 3.3
Given } l q h�~ q �#w�y there exists a neighbourhood � of } l q h�~ q � and ���Lc such that

for each } l�� h�~ � ��w�� the differential equationW Y lW�X"Y b�� � l h W lW�X��
has a unique solution

XL�� l } X � defined for � X �V�g� and satisfyingl }�c���b l � W lW�X��������� � b�~ � k
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Furthermore the solution depends smoothly on the initial data ���������	��

�
“Proof”

This follows from the corresponding existence and uniqueness theorem for the 1st
order equations

� ������ � � �������� ��������

with initial condition ������
 � ����� ������
 � �	� � See e.g. Lang [ 4].

We shall now “translate” this theorem into a statement concerning geodesics in a
manifold. This involves the tangent bundle of the manifold considered as a manifold.
Thus !#" � $% &�'

! % "

is given the structure of a smooth manifold determined by the local charts given as
follows: Let as usual (�)��+*-,.�0/1/1/0�+*3254 be local coordinates in

"
and 6�7 � 8819�: the vector

fields in ) . Then in
! ) � ;% &�< ! % " every tangent vector is uniquely expressible in

the form

= % � 2>
7@? ,

= 7 6�7BAAA %
so

= %DCE ( * , �GFH
+�I/1/1/I��* 2 �GFH

� = , �1/1/1/0� = 2 4KJ L 2
gives a chart in

!#"
. For details we refer to appendix B (theorem B.4).

Now suppose
"

is given a Riemannian metric (always possible by theorem 1.21).
Then a neighbourhood of the 0 vector in

! %1M+N OQPIR1SIO contains a neighbourhood of
the form

T�U RWVYX#N ZZ.[ V]\DO_^ U R`^.acb�d
for some \fegN neighbourhood of [ih and some bkjlPim Again we refer to appendix
B for a proof (see proposition B.5).
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0p
0

(                        )
U

p
0

Again let � be a connection in � (not necessarily the Riemannian one). Then we
can reformulate theorem 3.3 applied to the equations (3.2):

Corollary 3.4
For every point ������� there is a neighbourhood � of ��� and real numbers 	�

�����

such that: for each ����� and ��������� with ��������	 there is a unique geodesic

 "!$#&%('*) �+
 ) ��,.- �
such that

 "!"% �/,102�3

4  "!4"5 % �6,70��&8

Furthermore  "!6% 5 , depends smoothly on
5

and �9�:��;<�:���*�>== �?�@���A	�B�8
Remarks
1. In this corollary � can be taken to be 1 by replacing 	 by 	DC�� . In fact if 6!2#�%E'*) ��
 ) �<,�- � is a geodesic then  "F ! % 5 ,:0  "!6% � 5 ,3
 5 � %('D) 
 ) ,G
 is also a

geodesic.

2. By the usual arguments for solutions to differential equations there is a unique
maximal geodesic  "!6% 5 , (i.e. defined on the largest possible interval %('*H 
JIK, , H 
JID�L�6, .

Definition 3.5
Suppose  "!6% 5 , is defined for

5 0NM then put

O9PRQ � % �S,70  6!"% MT,
Remarks
1. By Remark 1 above O
P�Q � % ��, is defined for �U�L�R�<� of length �V	W
X� in a

neighbourhood of � � 8 Furthermore the map �ZY- O
PRQ � % ��, is smooth on this set. We
shall prove a more global statement in appendix C.
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2. Note also that ���������
	���
������������ by the same argument.

Example 3.6
Consider ����� ��	 with the induced connection. Then ��
�� ���  � ! �"��#%$��� is given by ��
�� ! �'&&)( ** � # 	 ��
��+�-,����). In fact let �/�����0	 ��
��1�-,�����2 then �43-�5���6	,���
��1�-,-�)� and 798;:&)( ���9�<���=� is the orthogonal projection onto >=�@?BA C;� 3 �����=D of � 3E3 �<���F	G ��
��+��,���� which is clearly 0, so that � is a geodesic.

Next let us study the local properties of geodesics. Again suppose H has a metric
and for I0JKH let, as in Corollary 3.4, L be a neighbourhood of I and let MONQP be
chosen such that ��
���RS�-��� exists for TUJ6L�VBWX�YW[Z\M]V and so that it depends smoothly
on T�V�� . Let ^_�  La`  H be the set of �bJ  R H V"TOJcL with W��dW;ZeM and definef � ^g$ H h�H
by f ��� R �i	 ! TjVk��
�� R � # .
Then clearly

f
is smooth, and

f �lP � �m	n�oIpVqIr��.
Proposition 3.7f9s

is non-singular at P � .
Proof
Assume

! L�V=tu�vVvwvwxwvV�t@y�# are local coordinates around I and as usual let z�{c	||x}[~�� Then any ���F���X��� is of the form �;�������]� ��� ���� � and we have a local coordinate
system on � given by �;�F�� �l�p�x�l���)�x�x�v�v�������-���"�k���x�x�v�x�v������� �
Now � �0� has a local coordinate system ���\���\�k� �� �v�x�x�v�=� � � �=� �  �x�v�x�v��� �   � around�¢¡p�q¡�� . The differential £S¤ at the point ¥�¦ is given by£S¤ § �� � � ����©¨�ªv« � �� � � � ���� ¦+¬ �� � �   ���� ¦£S¤ § �� � � ���� ¨ ª « � �� � �   ���� ¦ �
So £S¤ has matrix ­@® ¥® ®�¯ � Q.E.D.

Hence £ is a diffeomorphism in a neighbourhood of ¥v¦ . Again suppose this
neighbourhood is of the form�°�²±��;���� �O��� ³"�;�j³;´¶µB·
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Choose � neighbourhood of � such that�������
	 � ���
Then we have actually proved:

Theorem 3.8
Let M be a Riemannian manifold and 
 a connection in M (not necessarily the

Riemannian connection). For each ����� there is a neighbourhood � and a real
number ����� such that

1) �������������  unique !"�$#&% � � � with '(!)'+*,� such that - ./ 02143 % � -5! � is a
geodesic from q to �+�76

2) The map � �8� / #9� given by
� �:����� � ./ ! is smooth.

3) For each �;�<�=�>021?3 %A@CB !D�E#F%�� GG '>!H'+*I�KJD/ � is a diffeomorphism onto an
open set L % 	 �=6
Notation
A neighbourhood of the form LM% as in 3) above is called a normal neighbourhood

of � .
Remarks
1. Notice that � in theorem 3.8 can be chosen as a normal neighbourhood of � .

2. One can actually prove that for small � a normal neighbourhood � of radius �
is actually convex, that is, the geodesic between any two points in � stays inside � .
(See e.g. Helgason, [2, Chapter I § 6].)

Geodesics for Riemannian connections.
So now assume that 
 is the Riemannian connection. Recall that for N @�O P �RQ�ST/U�

the length V is given by V � N �XW VZY[ � N �\W Y] [_^^^^
` N` - ^^^^

` -
and consider the arc length functiona � - �bW VXc[ � N �XW c] [ ^^^^

` N`ed ^^^^
`ed 6

Now if N is a geodesic then`` - ^^^^
` N` - ^^^^

f WhgFikjlnm l�olemqp leolnmsrut)v
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so that ��� ������ ��� is constant, in fact if ���	��

�����������	� then ��� ������ ��� � � � � so that ������� �� � �"! � for ��
$#%�'&)(�*+�,(�*-�/. �	0 Hence we have shown that a geodesic is parametrized
proportionally to arc length.

Notation

If �1�2�-�)�4365�78�9� with � � � �;: then � is called a normalized geodesic and � is
just the arc length.

Remark

If 3<5�7>=?�@�>���BA9C � then � � � is the length of the geodesic 3D5�7>=/���E�>� from A to A9C ,
hence 1) in theorem 3.8 can be expressed by saying that up to parametrization by a
constant there is a unique geodesic from A to A9C of length FBG60

We shall now show that locally geodesics are the curves of shortest length:

Theorem 3.9

Let � be a Riemannian manifold and H the Riemannian connection. Let I andG be as in theorem 3.8 and �J#LK MN�O:<P,. � a geodesic of length QR�@�S�$FTG joining two
points �U�@MV�+�WAX�Y�U�Z:[�+�;A C �\A
��A C �]IX0

Then for any path ^ in � joining A and A C we have QR�@�S�8_`QR��^a��0
Furthermore = holds iff ^ and � agree after reparametrization.

For the proof we need several lemmas. First a small technical one.

Lemma 3.10

Let bc#>d]. � �Rd`e f with parameters �2���'��� , be a smooth map. Then at every
point of d gh � i bi � � gh � i bi �
Proof

Clearly it is enough to prove this locally, so assume b,�2d8�,ekj`�+lZj,��mon9�qpOpOpq��m>r>s is

a local chart. As usual let tou1vwyx
z be the Christoffel symbols for the connection. Recall

from lemma 2.8 that {|�} is given by~���-���`��� �� ��� ��������Z����� ��y�N��� ���� � �@�� � � � ���>� � � � �
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where � ��������� � , and 	 a vector field along 
��
 ��������
������ fixed. In particular for	 � ������ � � � ��������! �"# 
  � � �%$�& '(  *) �
&

 
  �,+ $ �-�/.
&�0�  � � 
  � � �

12  &43
Now since 5 is symmetric, i.e. .

&�-� � .
&�0� , the above expression is completely symmetric

in � and 
 , which proves the statement.

Next we have the famous

Lemma 3.11 (Gauss).
Let 687:9<; be a normal neighbourhood of = 3 Then the geodesics through = are

orthogonal trajectories to the hypersurfaces> 7?��@A� �CBEDGFIH 7 �KJL�NMMM JPORQ*SAT UWVYXZV\[^]�_:UY]a`NbAc
Proof
We shall show that tangents to a curve in d*S?e�]Af are orthogonal to the radial

geodesics, i.e. the geodesics emanating from g . So let Xheji�flkmQnSoTpU�ilkrqtsLU�uGvwU be a
curve with VlXheji�fxV\[zy�c We shall show that{{ i:|G}�~ S e�]�Xheji�f�fa�������E���
is orthogonal to {{4� |G}I~ S e � XheKi���f�f ���t� ��� c

q
S  (c)q

So consider �%�����a�\�G������� �L�������   given by���K¡���¢��¤£p¥G¦I§�¨!�w¡ª©h�j¢����
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and let us prove ���������� �	���

����� � � � 
�������� � �������  �"!$#&%
Now ���� � �'����(� �	��)
���� �+*��� �'����(� �	��)
��-, � �	����(� *��� �	��)
��

� � , � �	���� � *�)
 �	����.�
since

�0/1 ���2� � 
"�
is a geodesic and in view of the previous lemma. Furthermore3333

�	���� 333354 �76�896 4 �;:
so �<� == 


� �	���� � �	����.� � �>*
= 

�	���� � �	����?� , � �	���� � *�)
 �	����.� ��@BADCE�GF$%

It follows that ���� � �'���� � �� �)
H� �I�
so that JLK5MKON � K5MKOP)Q is constant in

�
. However, for

� � �R�
we have

��� �G� 
$� �S � for all

T�(�  �"!"#

so that K5MKOP � �U� 
$��V �UW
hence J K5MKON � K5MKOP)Q ���X�

for all
�

and

 %

In the next lemma again YHZ is a normal neighbourhood of radius
�\[ �

aroundS �^] _
Lemma 3.12
Let ` _a�b �"!"# 1 YHZ �dc SLe be a piecewise smooth curve and write` �f
$� �0gihUj Z �k�U�f
$� A58 �l
$�$� � 6�896 V :��
�Xm �U�f
$� m � %

Then npoq � ` ��rts �G� ! �a�u�G�k )�vs
and = holds iff

8
is constant and

�
monotone.

q
    r(a)

γ

r(b)

42



Proof
Again consider� �������	��

�����������������	�	��� ��������� ���"!�# $%�	&('�)

Then by the chain rule *,+* � 
-��./���	��0
�
0 �21 0 �0 �

and by Gauss
.
s lemma 3543�6 7 354398;: hence<<<<

*,+* � <<<< = 

� . �/�	� = <<<< 0
�
0 � <<<<

= 1 <<<< 0
�
0 � <<<<

=?> � . �/�	� =
and = holds iff 354398 
@�

(where this makes sense).

It follows that

ACBD � + ��
 BE
D
<<<<
*,+* � <<<< >

BE
DGFF

� . FF

�HJI�K9�/�L� >NM ����&9�POQ���R$�� M )

Furthermore = holds iff

1)
HSITKU���,�V
 M ���/&U�WOX����$;� M �

i.e.
�

is monotone,
and

2) 354398 
Y� “almost everywhere”, i.e., since
�Z��� �

is a diffeomorphism,
���/�	�

is constant.

This proves the lemma.

Proof of theorem 3.9
Again let [ � be the normal neighbourhood of \ of radius

�^] �
and \ . 
�Z��� � ���S�;�

with _ � _ 
a`b�c�d�-���Y��)
We shall show that if e is any piecewise smooth

curve from \ to \ . then
A � e � > ��) Now let

�d�
f��
�
and consider the two spheres in[ � �hg �RfJ� and

g ���,�
of radius

f
and

�
respectively.

q

S(r)
q

S(δ)

ω

ω
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Then there is some segment � � of � connecting
�������

and
���
	��

and lying totally in
between. In fact � must cross

�������
sometime by continuity and hence there is a “last”

point 
 ����� 
������ with � � 
 � � � ������� and a “first” point � ����� 
������ with � � � � � � ����	�� .
Clearly � � � ��� � � � � � � and since � �! � 
 � ��� � �#" $&%('*),+�- we conclude from the
previous lemma that

� � � �.� �0/
� �21 �3	 ' � for all
�043576

Hence � � � �8�3	96 Now suppose � � � �;:<	96 Then again for = 4>�?435 we conclude from
the previous lemma that � contains a ray connecting

�������
and

����	��
. In fact the segment� � from

�������
to
���
	��

has � � � � �@�3	 ' ��A but also
	B: � � � �8� � � �.C �ED � � � � �FD � � �HG �

where � : �.CJIK� � IK�HG and � � �.C �>� �
by the first part of the lemma, so that� � � � �@L3	 ' � � i.e. � � � � �M:<	 ' �N6 For different choices of

�
these rays either have the

same direction or are disjoint, so for small
�

they must have the same direction, and
thus, if we reparametrize � by arc length, it contains the ray OQP" RTSVU � OXW � � 5YL O L	 �KZTW[Z :�\

where W is the common direction of the rays. Therefore � coincides after
reparametrization with this geodesic.

Now recall the definition of distance
]F�2^ ��+ �M:<_a`Vb ),� �
cd�Ne,c a piecewise smooth curve from

^
to +f- 6

Corollary 3.13
i)
]

is a metric.

ii) The topology of g agrees with the metric topology given by
]�6

Proof
First notice that for = small the normal neighbourhood $h% around + of radius = is

just the set

$h% :�i + � � g jj ] /k+l��+
�21Qm =,n 6

In fact clearly o holds since O?" RTSpU % � OXW � �0O �q� 5 � \ � is a geodesic from + to + � :RrSpU % � W � of length ZTWsZ m = 6 And on the other hand if + �Kt� $&% then a curve � from+ to + � must cut the sphere
���
	��

of any radius
	 m = and so by theorem 3.9 has� � � �B�u	 vw	 m =r� hence � � � �x� =?� that is,
]�� +���+ � �B� = 6

To see that
]

is a metric the only non-trivial statement is that
]�� +���+ � �M:y5(z + : + � 6

By the above remark + � � $h% so that + � : RrSpU % �
	 W � � ZTWsZ :{\ � 5|L�	 m = 6 Now
if
	}4~5

then any curve from + to + � has � � � �(��	
so that

]�� +l��+ � ����	�4�5 � which
contradicts the assumption. Hence

	J:�5
, that is, + : + � . It is straight forward to prove

the triangle inequality:
]��a^ ��+ �@L<] / ^ ��+ �a1 D�] / + � ��+ 1 vQ^ ��+l��+ � 6
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For this choose ����� and a curve � joining � and �	� of length 
��
���������������	������� and
a curve � � joining � � and � of length 
��
� � ��������� � ����� �!�#" Then � followed by � � gives
a curve from � to � of length �$���%����� � �&�����'� � ���(�&�*)��+� so that

�������������*�-,����.� �%/ �0�&,1� � ��� / �2)��3� 45�+"
Hence the result.

For the second part we just observe that the topology of 6 has a basis consisting
of the neighbourhoods 7&89�1��� for � small. However, this is exactly the topology defined
by the metric by our first statement.

We can now prove a global version of the last part of theorem 3.9:

Corollary 3.14
Let �;:=< �>��?�@BA 6 be a piecewise smooth curve parametrized by arc length and

suppose that � has length less than or equal to the length of any other curve from �=�'�C�
to �=�'?'� . Then � is a geodesic (and in particular a smooth curve).

Proof
It is clearly enough to show locally that � is a geodesic curve. So consider a

segment �EDF< GH�.I�@ contained in an open set J as in theorem 3.8. Then by theorem 3.9
�EDF< GH��I.@ must agree with a geodesic ( �ED%< G��.IK@ clearly has smaller length than any other
curve from �=�'G>� to �=�LIM� ).

Definition 3.15
A geodesic realizing the distance between two points is called a minimal geodesic.

Remark
Thus corollary 3.14 says that any curve realizing the distance between its endpoints

is (after reparametrization) a minimal geodesic. Also by theorem 3.9 small segments
of a geodesic are minimal.

We shall now find conditions which ensure the existence of minimal geodesics
(although they are not unique).

Definition 3.16
A connection N on a manifold 6 is called geodesically complete if any geodesic

can be extended infinitely in both directions, i.e., if every maximal geodesic is defined
on "
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Theorem 3.17 (Hopf-Rinow)
Let � be a Riemannian manifold. Then the following are equivalent:

a) The Riemannian connection is geodesically complete.

b) ��������� is a complete metric space (i.e., every Cauchy sequence converges to some
point).

If case a) and b) holds we have furthermore

c) Any two points of � can be joined by a minimal geodesic.

Proof	 ��
 �
��� Let ��������������� � be a maximal geodesic and suppose ����� . Let���! �"
be an increasing sequence

�! � �$# Since � is parametrized proportionally to arc
length let us assume without loss of generality that

�
is the arc length. Then

�%�&��� �! ('*) �+�,�-� �! �,�/.10 �! 2'*)43��! 0 56�,798 #
Hence, since

�! �:�;� � ��� �! � " is a Cauchy sequence. Let by assumption <>= ?A@CB 2DFE �-� �! �
and choose a neighbourhood G around < and an H>IKJ as in theorem 3.8.

For large 7 we have ��� �! �L8MG and �-� � � is the minimal geodesic from ��� �! � to�-� �! 2'*) � so that

�%�&��� �! ('*) �/�N��� �! �,�O= �! 2'*)43��! #
Letting 5P� � �N�%�&<��Q��� �! �,�O=R� 3S�! # Therefore ��� � �N� � 8�T �! � �! 2'*)2U is a curve from
the sphere of radius � 3V�! to the sphere of radius � 3��! 2'*) centered at < , so that

q

γ(t n )

γ(t n+p )

WMXXOY Z![9\]Z![2^*_2` is just a radial geodesic by lemma 3.12, that is

W�a Z+bOcRdfehg*i a,a&jlk Z�b!m�bN\ jlkVn�o Z opj
for some mrqVs i�t \vuwmxuyc{z}| But then we can simply extend W by

W�a Z+bOcMd~ehg*i a�a�jNk Z+b�m*bl\ j;� Z o�j���n |
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This contradicts the maximality of � so that ����� . Similarly ���	����

In order to prove ��
�� ��
 we shall prove� 
���
�����
�����
 ��� 
���
�����

I. To see that any Cauchy sequence converges it is enough to see that any bounded

set  is contained in a compact set. (Since a Cauchy sequence is bounded it then has
a converging subsequence, which in turn implies that the original sequence converges.)

To see this choose !#"$ and suppose %'&(!�)*!,+-
/.�0 12!3+4"$ 5
 But by c)

! + �7698;:;<�&>=?
@)@=�"2A <CB
and by a) 6D8E:'<GFHA <,B I B is always defined and continuous (cf. appendix C), so
in particular

! + " �KJ �MLN6PO36D8E:?<�F�Q�=2RRRTS = SVU 0XW IYB W�Z
which is compact. It thus remains to prove

II a) � c). Consider [T)*!\" B )]%^&_[T)*!N
`��a�
 Choose a normal bc� ball dTe around[ and let fg&ihM
�jkd�e be the shell of radius hl.mb . Since f/&(hN
 is compact there exists[?n�"�fg&ihM
 with %^&_[?n�)*!o
 minimal. Put [?n��p698E: e &(hq=?
/) S = S �srP)`=t"$A�e B 

Claim: !u� expeE&va�=w
 .
We shall prove this in the following way. We put �H&>xy
��z698E: e &>x{=?
g)@x/" (which

is well-defined by a)), and we shall show

(*) %'&>�|&}xy
*)*!M
~�7a]��x 1lx�"���h,)yaq�v

In particular for x���a (*) is the claim.

First notice that we always have

%'&>�|&}xy
*)*!M
���a���x
in fact; a���%^&_[T)*!M
 U %'&_[T)y�H&}xy
�
~�7%'&v�H&>xy
y)*!M
 U x~��%'&>�H&}xy
D)*!M
*
 Next observe that (*)
holds for x\��h . In fact

a������;� QT� &v�T
 RRR � arc from [ to ! W
� J ������N�?�������>�'���T�* M¡�¢��'�( N�*£N¡�¡¥¤z¦§¢¨�'���?©��*£N¡*ª

hence �'���;©M�*£M¡/«z¬�­¨¦,� which proves (*) for ® ¤m¦ . Also notice that if (*) holds for ®
then it also holds for all smaller ®K¯g° ¦ since then

�H±(²�± ® ¯�³ �y£ ³ «´�|±(²�± ® ¯�³ �y²H� ® ¡ ³ ¢¨�'�}²H� ® ¡*�y£o¡�« ® ­ ® ¯ ¢µ¬�­ ® ¤�¬�­ ® ¯>¶
By continuity we can now find a maximal ® © such that (*) holds for ® « ® © . Suppose® ©2·¸¬ and we want to get a contradiction:
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Do as above: Take a small shell ��������� of radius ��� around 	
����
�� . Let ���
 again be
of minimal distance from � . Then as above�
� � � 
�� ����� � ��	
����
�� � ���
��� � ����� ��
!��� ��"
Then �
� � � � � 
 �$# � �%� � �&�
� �
� � � 
 � �'�(�)�(� � �(� ��
!��� � ��*��
,+-� ��"
But the curve 	 from � to 	
����
'� followed by the geodesic ray from 	.����
'� to � � 
 is a
curve of length ��
/+0��� and hence must be the (unbroken) geodesic from � to �1�
 . Since
it agrees with 	 on the first part, it must be equal to 	 , that is, �1�
 �2	
����
,+-����� and so�.� 	 � ��
,+-� � � � �'��� �
� � � 
�� �'�(����� � ��
,+-� � � "
Hence (*) holds for �3�4��
5+���� contradicting the maximality of ��
 .

p

p
0

γ( t0
)

p
0

   

q

Examples of geodesics

Example 3.18

i) 6 with the Euclidean metric has as Riemannian connection the Euclidean con-
nection (exercise 2.22) which has 7.89;:=<?>�@ Hence the differential equation for a
geodesic is just ACB DA�E B <2>/F DHGJI K FMLONQP 6 @
The solutions are of course just the straight lines in 6 @ Notice that 6 is complete.
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ii) � ����� � anopensubsetwith theEuclideanmetrichasof courseagainstraight
lines as geodesics.However,unless ��� ��� � will neverbe complete. Notice,
however,that if � is convex any two points canbe joined by a minimal geodesic
so that c) in theorem3.17 is not equivalentto completeness.

Example 3.19
The sphere 	
��� �
��� with the inducedmetric hasasgeodesicsthe great circles,

that is, the intersectionsof 	
� with the 2-planesthrough0.

0

To seethis let � � �
��� be such a 2-planeand let ��� �
����� ����� be the
isometry reflecting in ��� i.e., ��� �"!$# % � �'&(�) � �'&(�+*
Then clearly �'��,
�-� ,
� has ./#0�213,
� asfixed point set. We shall show that .
is a geodesic.Clearly it suffices to show that if �4�657&8. are close, then the smaller
segmentof . joining themis theconnectingminimal geodesic(which existsby theorem
3.9). So let 9 be the minimal geodesicjoining � and 5 . Then ��� 9:! is also a minimal
geodesicjoining � and 5�; Henceif 9 is parametrizedby arc length we get ���<9"!=#>9 ,
that is, 9/�?.@;

Example 3.20. The Poincaré upper halfplane
Let A-B #/CED+#F�HGJIK5L& MMM 5LNPORQ

be given the metric � SUTWV
�KDX!6!
#ZY �[]\ OO �[ \:^
Proposition 3.21

i) The group _a`cbKdfe gihkj�lnm�o pq rts/uuuu
o rwv p qyx{zR|
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acts on ��� as a group of isometries by���� �	�
����
����������������
ii) The geodesics in ��� are the half circles and half lines perpendicular to the line������� In particular ��� is complete.

Proof

i) Identifying a tangentvector in ��� by a complexnumberwe first noticethat the
inner productat a point �! � � is given by"	#%$'&�(*) � +�	,.-/�0� � 132 � # & � $ #%$'&  �
Now for a matrix

4 � 
� �65 consider the map 798:� � � � � given by 7 �;�
� ��<�=�>�?
��*���<�@������� � The differentialat a point � is given by multiplication by the com-
plex derivative

7BA �<�
� � �����>�?�C�.�EDF�	�
����
��G��<�@�����0� � � H�<��������� �
where H � �=�IDJ��
 is the determinant.

Also we compute

,.-K� 7 �;�
�'� � +LNM 4 �=����
���>�?� D � ����
� ����� 5 � +LNM �<�=�O�?
P�Q��� �>�?�0�RDS�<� ����
P�������T�����U ������� U �� H ,.-V�U ������� U � �
Therefore" 7NW #%$ 7XW &�(�Y[Z )Q\ � +�;,.- 7 �	�
�]� � 132�^ 7 A �<�=� # 7 A �<�
� &�_� U 7 A �;�
� U ��;,.- 7 �	�
�]� � 132 � # & � � +�`,.-a�0� � 1T2 � # & � � ";#%$'&�( )
which provesthat � actsas an isometry.

ii) First let us show that the half � D axis,b �dc M ��eee �IfS�hg
is ageodesic.For thisweusethereflectionij8k� � � � � given by i �;lm� M � � � DTln� M � $
which is easilyseento bean isometry(not coveredby i)) with

b
asfixed point set. The
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argumentof example3.19 thenshowsthat � is a geodesic.If we write ���������
	��
����� and
parametrizeby arc length then � must satisfy���� ���������������� ���� ���
that is ����������� ����������� Thereforeconsideredasa geodesicthroughthe point 	���� is given
by ���������
	��! "� #%$ &'�(&
$)�
in particularit is definedfor all �*� In orderto getgeodesicsin all directionsthroughthe
point 	"� let + in i) be the isometrygiven by the rotation matrix,.-0/2143 # 1"576831"57693 -!/21:3�; 3=<
Then clearly ����	��>��	 and the differential is given by multiplication by+ � ��	���� ���	 1"57683@?A-0/B143 �DC �E�GF C�HJI �
Hence +:�K�K� is the geodesicthrough 	 pointing in the directiondeterminedby the angleL C #NM 3 � In orderto getgeodesicsthroughanyotherpoint just noticethat O9PK�QMR� ��S acts
transitivelyon T C � In fact if UV�
W�	 ?YX �ZW\[^] then U_�
+:��	�� for + givenby thematrix, W X] � ; � `a�EW\[b]c�
In all casesthe geodesicsarethe imagesof � undersomeMöbius transformationas in
i). Thesealwaystake circles (or lines) to circles (or lines) and also preserveangles.
Therefore,andsincethe de# axis is mappedonto itself, the imageswill alwaysbeeither
a circle perpendicularto the de# axis or a line perpendicularto the de# axis. (Onemight
think thatit is enoughthatonly “oneend” of thegeodesicis perpendicularto the de# axis,
but by first rotating � by 180f we seethat also the otherendmustbe perpendicularto
the de# axis).

Exercise 3.22 The disc model for the hyperbolic plane.
Let g h be the unit disc gi�kj�U < ��ml U l &E�cn with the Riemannianmetric

given by o�p ��q%r�s8� t_u@v �
p q%�w �@# l U l C!x C �

i) Show that the Cayley transform y=zm{}| ~�� given byy��K�R������� ���'������
is an isometry.
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ii) Show that for ��� ��� with � ���	��
�� � �	��
���� the transformation���� � ��� �� ��� �
is an isometry of � onto itself.

iii) Show that the geodesics through 0 are the Euclidean straight lines and that the
distance from 0 to any other point is given by����� � ��� 
! #"�$ � � � � ���
%� � �'&

iv) Show that all other geodesics are circular arcs perpendicular to the boundary circle� � ��
(� and that for any two points �*) � � � � � the distance is given by�+� �,) � � � � 
� #"�$ - �,) 
 � ��,) 
 � )�. � � 
 � �� � 
 � )0/
where

� ) and
� � are the points of intersection of the joining geodesic circular arc

and the boundary (cf. the figure).

b

z

z

b

2

2

1

1

Example 3.23. The hyperbolic n-space
In 1*243 let 5 be the bilinear form57698;:=<?>A@CB�8EDF<GDIHJ8 3 < 3 H!KLKLKMHJ8 1 < 1

and consider N 1 @POE8RQ 1,243TSSS 5U6V8;:W8X>A@CB�Y[Z
Proposition 3.24

i)

N 1 is an n-dimensional submanifold of 1,243 with two connected components,
N 1 @ N 12]\

N 1^ : where _ D @`6aY*:=b[:=b[:cKLKLKd:=be>�Q N 12gf
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ii) For ������� the tangent space �	�
��� is naturally identified with� � � �
� �	� � ������������� ��� ��� ���	�
and � restricted to �	�
� � is positive definite, so that � � gets a natural Riemannian
metric defined by  "! �$#&% � � ��� ! �$# � � ! �$# �'�	�
���)(

iii) Let * �,+ �$- �/.1032 � -�4 + � � be the subgroup of linear maps A satisfying

���65 �7� 598 � � ��� �7� 8 � : �7� 8 � �;�<�
and let * �=+ �$- � � .>* �=+ �?- � consist of those satisfying further

�@�A5CBED � BED �GF � (
Then * �H+ �?- � � is a subgroup acting transitively on ���� as a group of isometries.
Furthermore the subgroup of * �H+ �$- � � fixing BED is O � - � acting on I$JLK�MON B � �QPEPQPE� B �SR (

iv) The geodesics in � � are all curves of the form ����UT�V � V . ���<� is a 2-plane
through 0 such that �XW V is non-degenerate of type (1,1).

v) ���� is complete.

vi) There is an isometry of D in exercise 3.22 onto ��Y� given by

Z\[] ^ + 4 W Z W Y �G_C`ba Z �G_
ced Z�f+/ghW Z W Y
Proof

i) That � � is a submanifold follows easily from the Implicit Function Theorem. To
see that it has at least 2 components observe that

� Dji�k� � : � �l��� , so it
suffices to see that, say � � , is connected. But if

� �nm � D �QPQPQPo�?� �qpr�s� � thenm � � p Y 4lPQPQPt4 � � � � Y �km � D p Y g'+vu �
and = holds only for

� � BED ( Hence m � � �QPEPQPE�?� ��p lies on a sphere and thus for-lw + it can be connected to the point x�y z"{}|t~,�����&���q�Q�E�Q�E�����r� Hence we can

suppose that { ��� {	� � �Q�Q� � {	� � �q� Thus we are reduced to the case � � �
where � � consists of two hyperbolas.

ii) Let � ��� � | �Q�Q�Q�o��� ���X� � � � By differentiation of �@z6{7�?{�~ � �v� it follows easily
that �	� � � ��� { � ��������� ��z"{7���q~ � �	�
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which is clearly a ��� dimensional vector space. To see that
��� ���
	��

is positive
definite let us assume 
������� (otherwise

� � 	 � �������������
� �"!#!#!"�$� ��% which is a
trivial case). Then for & � ' & � �#!#!#!"� & �)(+* �,�
	 � � & � 
 �.- !#!#! - & � 
 � � & � 
 �
so that

// & � 
 � // � // & � 
 � - !#!#! - & � 
 � //�0
1223 �4 �65 &�798;:

1223 �4 �65 
<7;89:
�>= � 5 & � &?8 - 5 & � 8 : = 5 
 � 8 : �A@CB

Hence // & � //�0 = � 5 & � &?8 - 5 & � 8 :
= 5 
 � 8 : �A@� 
 � �

and since = 
 :� �D@FE // 
 � //HG @ this is only possible if either & � �JI or
� 5 & � &?8LK I .

But if & � �MI and
� 5 & � &?8 �MI then clearly & �MI B Hence

�N� �,�
	O�
is positive

definite.

iii) To prove that O 5 @ � �P8RQ is a subgroup first notice that if 
 �TS * 	 �Q then
� 5 
 �TS 8 G I B

In fact 
 � ' 
 � �#!#!#!"� 
 �U( �VSW� ' S � �#!#!#!"�TS �U( � with 
 � �XS � K I and
� 5 
 � 
Y8 �� 5 SF�XS 8 � �Z@<B Then

� 5 
 �TS 8 � �[
 � S � - �4 � 
 7 S 7 G I
since /////

�4 � 
 7 S 7
///// 0

1223 �4 �\5 
<7R89:
1223 �4 �>5 S 798;: �]= 5 
 � 8 : �A@ = 5 S � 8 : �A@ G // 
 � S � // B

Therefore, for ^ �T_ *a` 5 @ � �b8 Q � 
 � ^ � � �cSd�>_e� � satisfies

� ' _gf � ^ � � �$� � ( � � 5 ^ � � �h_i� � 8 G I
that is, _ f � ^ *j` 5 @ � �P8 Q B To see that O 5 @ � �P89Q acts transitively on

	 �Q is now easily
proved using the usual Gram-Schmidt procedure to extend 
 * 	��Q to an orthonormal
basis for

� Q � (orthonormal with respect to
�

).

The remaining statements we leave as

Exercise 3.25

Prove all unproven statements in proposition 3.24.
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Appendix B THE TANGENT BUNDLE

Let � be a differentiable manifold. We will show how to make the disjoint union

� � � �
�����

� � �

into a manifold. This manifold is called the tangent bundle for � . The first step is to
make

� � into a topological space.

More generally consider a set 	 together with a covering by subsets 
��
��� � ����� that
is, 	�� � � ��� ����� Suppose further that for each ����� there is associated a topological
space ���� and a bijection ���! "�
�$# ���� � In this situation we have:

Lemma B.1
Assume that the following holds for each � �&% �'� such that ���)($�+*-,�/.0 

1. ���213���4(5�+*�6�798):<;>=@?$7A?CB��� �
2. � *ED ��F"G�  �� � 1 � � (�� *H6 # � �* is continuous.

Then there is a unique topology on 	 such that for all �I�'� the following holds:

1. ��� is open in 	
2. ���J K���L# � �� is a homeomorphism.

Proof
First notice that it follows from i) and ii) that furthermore ��* 1 ���4(5�+* 6 is open

in � �* and

(B.2) � * D � FMG�  N��� 1 ���O(�� *>6 # � *21 ���P(5� *H6
is a homeomorphism. Now define a topology on 	 by stipulating �RQ�	 is open
iff for all �S�T� � ���"UV�L(5����W is open in XZY[ . This is easily seen to define a
topology on \ and clearly 1) is fulfilled. To show 2) we fix ]_^a` and considerbdc X [ . If

b
is open in \ then clearly e ["f b)g is open in X Y[ by the definition of

the topology. We must show the converse, i.e., that if e [�f b)g is open in X Y [ thenb
is open, that is, for every hJ^i`'jkeHl2m bon X+l�p is open in X�Yl . for this notice thatbqn X l c X [ n X l and since the map in (B.2) is a homeomorphism, clearly e l f brn X l g is

open in eHl m X [ n X+l p iff e [ m bsn X+l p is open in e [ m X [ n X+l p c XtY[�u But this obviously
follows from the assumption that e [Mf b4g is open in X�Y[ , which proves the lemma.

Now return to v an w2x dimensional manifold and cover it by coordinate charts
f X [ j<y [ g j@]z^/`Jjqy [J{ m}|"~[ j�������j |�� [ p�� X [C� X Y[ c � u Then �tv is covered by
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the sets � ����� ��	��
	�
� ��


and for each ����� we have a bijection� ��� � ����� � ���� �������� ��� � �
given by

(B.3)
� �"!$# �&% �('*),+� !.- %0/2131213/ ) � � !.- %4/ #5+ /3121213/ # �76

where # � � �8 9 : + # 9<;; ) 9 �>==== � � � �&
 / - � ���,?
It is easily checked that @ � � 
 together with the covering A � ���CB � ��D and the
bijections

� �
, ���E� / satisfy lemma B.1, so that

� 
 becomes a topological space.
Furthermore the following is straightforward.

Theorem B.4
� 
 is a differentiable manifold of dimension FHG with local coordinate charts given

by
! � ��� / � � % as defined by (B.3).

Now let 
 be equipped with a Riemannian metric IKJ / JML / and let NOJPN be the
associated norm in the tangent spaces. The following is used in connection with
corollary 3.4:

Proposition B.5
Let Q �SRUTWVYX3Z0[ be the \^] vector and let _ ` Va[ be an open neighbourhood of\ X Z in Va[ . Then there is an open neighbourhood bc`d_ of the formbdegf�h XiTjVa[ kkHl Tnm�oPp h Xqpartsvu

for a suitable open neighbourhood m of l5w in [ and syx \^z
Proof
Let { m}|~o4� | o3�2�2�So4���7� be a coordinate chart around l5w and let the metric be given

by the matrix �H�H���v� o i.e. �v���	� lq� e��7��� kk X o �	� kk X5� o l Tnm}| z
That is if h X e�����h � ��� kk X thenp h Xqp�� e�� ��� � �v����� lq� h � h � z
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Since this is clearly a differentiable expression as a function in the coordinates of ��� it
follows that a set

�
as defined in the proposition is an open set. Let �����
	���
 ���

be the chart ��������������� � � �!�"�$#$#%#%�&� � �'�(�"�&� � �$#$#$#��&� �*) �
where �+�,�.-0/1� /32 /544 �76 Since � is a homeomorphism onto its image we can clearly

choose a neighbourhood
� �18:9 of ;��%< of the form� � �>=?���A@B�DC 44 �,@�	 � �FE �+�(EHGJI �?K

where 	 � 8 	 � is a neighbourhood of �ML and

E ��EN�PO ��� � � ��Q #$#$# Q �R� � � �
is the usual Euclidean norm. Now let S 8 	 � be a compact neighbourhood of �ML
of the form ST� = �U@�	 � 44 EWVX� �(�ZY[V\�]�^L_�%E�`ba^K
for some adcP; 6 We claim that there is an I � cP; such thate �+� egf I � E ����E
for all ��� satisfying �h@bS . In that case� �ji!� � @B�DC 444 EWVX� �(�ZYkVX� � L �$EHGlam� e � � e GnIpoq�
where I5�rI � I � , is a neighbourhood of ;%� < of the required form and

� �18:9 . ThatI � exists follows from the continuity of the function ��� s
 e �+� e
restricted to the

compact set t �>=u�+�A@B�DC 44 �,@7Sv�FE ���!EN�Tw K 6
This ends the proof of the proposition.
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Appendix C DIFFERENTIABILITY OF THE EXPONENTIAL MAP

In the proof of Hopf-Rinow � s theorem (3.17) it is used that for a geodesically complete
Riemannian manifold

�
the exponential map ��������	 � 
 �

is smooth.

In this appendix we shall prove this statement using the corresponding local
statement in corollary 3.4. Thus let

�
be an �
� dimensional manifold with connection� and metric �����������

Theorem C.1
Let ����	 � be the domain for the exponential map, that is, �����! #"$� iff there

exists a geodesic curve %'&(�*)+�-,.��/�0 
 �
such that %1&2)43506�879�;:=<:?> )@3506�A�B�C,ED3EFHGJIE/EDLK'� Then �M�N	 � is an open set and �.�O���P� 
 �

is a smooth map.

For this we need the following:

Lemma C.2
Let Q be a manifold and let %(�
R /��?S=TVU;Q 
 �

be a smooth map. Suppose there
is a coordinate chart W�XY�[Z]\^�`_`_`_a�=Z�bPc such that %d)@/EU;Q;0���XY� For ef"fQ letg <.hji'k�l1monqp r!sut vwk�l1myx+p rqsut
be the parallel transport along z|{4}�~��]�Y~�}�������~?�?��� Then the mapping � i ������vwk�t
given by ��{@��~��]�
��� l.� ����� � �@  �*¡¡ l'mon�p r!s@¢ ~£�¤�¦¥§��¨^~`©`©`©a~=� �Oª ~(�«� � ~
is a smooth map.

Proof
It clearly suffices to prove this locally; hence we can assume z|{�� ��~=�?� �¬� �®­°¯��

Now for �f� � let ± mo²4p r!s be a parallel field along z|{³}�~��´�*~�}��µ����~?�=� and write

± mo²4p r�s ��¶ � � � {4}�~��]�   J· � ¡¡¡¡ l1mo²@p rqs �
That is, ¥ � ¨ ~`©^©`©^~=� � ª are solutions to the linear system of differential equations¸ �5¹¸ } º ¶ �¼»¾½ ¹�¼»   z �  } � » �À¿¤~ÂÁÃ��Ä'~`©^©`©^~=Åd�
Since these solutions depend smoothly on the initial values ¥ � ¨ {@��~��Æ�=~`©`©`©.~=� � {���~��´� ª and
since ��{³�J~��]��� ¶ � � � {��q~��]�   � for ��� ¶ � � � {@��~��]�   � ~
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the lemma clearly follows.

Proof of theorem C.1
Suppose ���������
	 is in the domain for �
��� � and put �����������
��� � �����������������  !�#"%$'&

We must show that exp is defined and smooth on an open subset of �(	 containing the
line segment )*�����,++ ���-�. ��/"#$102& By compactness of the interval we can find a subdivision

 3�4���657��895;:/:/:!5��1<=�>"
and for each ? a neighbourhood @BA of �9���'AC� and an DEAGFH as in theorem 3.8 such
that �9�I�. !�%"#$J�LKM@N��OP:/:/:*OQ@ < & By possibly subdividing further we can assume that
both �9���'AR� and �9���'ATSVUI� lie in @GA��W?X�Y !�%:/:/:%��Z\[4"
& By induction we shall now show
that exp is defined and is smooth on an open set containing )
�����]++ ���-�. ��^�'A
$_0a` The
case ?Q�\ is obvious by theorem 3.8. So assume the statement holds for ? and we
shall prove it for ?cbd"
& First we choose a coordinate chart e_f��^g 8 �/:/:%:#��gih�j around k
and notice that (by possibly making f smaller) we can assume that �l�!�2m��onL� is defined
and smooth for pq�4f and nr�Msutvn tvw tlx m � where e n 8 �/:%:/:%��n�h j �7y for some open
set yzK h containing the segment{ �|eT� 8� �/:/:/:#��� h� j +++ �}�-�  !�^�'AI$^~N� where � � ��� t � t� w t +++ � &
Also, we can assume that �l�!�2m��onL���=@N�9Oa:/:/:�O�@GA�& Now put Z ��f��ay and let� `��. !�%"%$���Z � 	 be defined by� �T�
�Ip���n ���Y�
��� m �T�/n6��� �L�-�� ��/"#$o�
where n � e n 8 �/:/:%:%��n�h j and nd��sutin t�w tlx m & Now let �r` h��QZ�� �9	 be defined
as in lemma C.2. Then clearly

(C.3) �
���2m��'�Rn����=�l�!�i�'�l�#�������i�^�o�9� �|¡�¢X�o£ ¤I¥�¤^£ ¡_¡
is defined for �a¦§� as long as

(C.4)
�'¥�¤�£ ¡u¨N©B¤ andª �'���4�|¡E¢X�o£ ¤I¥�¤^£ ¡ ª�« ¬I­ ¤ for ®#¯�°!±���£6¡�¨Q² ­
³

Furthermore the expression in (C.3) is smooth as a function of ¥�¤^£ , and � . The set ´6µ�¶·�¸
of vectors ¹,ºY�R£ satisfying (C.4) is clearly an open subset, and thus exp is smooth

on this set by (C.3). Since »9�½¼'¾�¿WÀ%¡�¨\²B¾-¤ we have that
ª ��¼Á�a¼'¾C¡1¢X��¹ Â|¤'Ã�¤�¹ ÂR¡ ª�«¬ ¾ for ¼B¨ÅÄ ¼'¾
¤_¼'¾^¿ÁÀ^Æ and

»9�J¼�¡�ºY®l¯!°!Ç �ÉÈÉÊ^� �_��¼Á�a¼'¾C¡1¢X�o¹ Â ¤TÃ�¤�¹ Â ¡^¡ ³
Hence ËR¼�¹ Â�Ì ¼}¨-Ä ¼'¾|¤^¼'¾^¿ÁÀ�Æ�Í�¶Î´6µ ³ Since already ËR¼�¹ Â�Ì ¼�¨-Ä.Ï�¤^¼'¾
ÆoÍ�¶Î´Lµ we have com-
pleted the induction.
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Chapter 4 THE CURVATURE TENSOR AND
THE STRUCTURAL EQUATIONS

In this section we are concerned with the problem of determining when two Riemannian
manifolds are isometric. In particular when a Riemannian manifold is isometric to the
Euclidean space � with the usual Euclidean metric. We shall see that already locally
this presents a non-trivial problem. First a few elementary facts about isometries:

Definition 4.1
A diffeomorphism

����� � �
of Riemannian manifolds

�
and

�
is called an

isometry if the differential
�	�
����
�� ������� 
�� �

is a linear isometry for each ��� �
, i.e. if

� �	�������	�� "!$# � ���% &! '(���) � ��
��+*

We have already seen examples of isometries in the previous chapter §§ 3.19 - 3.24,
where we have implicitly used the following

Exercise 4.2
Let

�
and

�
be Riemannian manifolds and let

�,�-� ���
be a diffeomorphism.

a) If
�

is an isometry then
�

preserves arc length and distances, and maps geodesics
to geodesics.

b) If
�

is distance preserving, i.e., if .�/ � /10�2 �3� /4�52%2 # .�/10 � �62 ' 0 � � � then
�

is an
isometry.
(Hint: first show that geodesics are mapped to geodesics).

Let us return to the problem of determining when two Riemannian manifolds
�

and
�

are locally isometric. More precisely choose points 07� � , 098:� � and suppose
we have given a linear isometry

; �5�-<�� ���-<>=1�
and we ask for an isometry

�
of a neighbourhood of 0 onto a neighbourhood of 098

such that
� /?0�2 # 0 8 �3�	� < # ; *

With these data there is at most one choice for
�@�
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To see this choose ����� so that the balls ���	��
���
 and ������� 
������ of radius� are mapped diffeomorphically under the exponential maps ����� � and ����� ��� onto open
sets ��� and ��� � respectively. Suppose now that ��� ���"! ��� � is an isometry and��#$�&%(' . Then for )"*+�,� the curve

-/.1032 %4�657����� � .10 ) 298 : 0;:=<+>
is clearly a geodesic with

-?. � 2 %"@BA C D -D 0
. � 2 %E' . ) 2

so that -/.1032 %F����� ��� .G0 ' . ) 2H2 and hence

�I5J����� � . ) 298 %K����� ��� . ' . ) 2H2ML
Hence we have proved

Proposition 4.3
The isometry �N�?� � ! � ��� is uniquely determined by

�O%K����� ���,P ' P �����RQTS� �I���I! ��� � L
However, � defined by this formula is not always an isometry, and we shall give
rather complicated looking necessary and sufficient conditions for this.

As usual the first step is to reduce the problem to a question about connections.
So now let 
 and � have linear connections (denoted by U and U A respectively) and
suppose �V�W
 ! � is a diffeomorphism.

Notation:
Given a vector field X on 
 we have the �ZY transformed vector field X\[ on �

defined by

X [] � %E��#^5_X [�`badc ] �fe 8

Definition 4.4�g��
 !h� is called an affine transformation if for all ikj vector fields lnm3o on pq rts�u owvRxny{z r z7o}|d| v�~
The following exercise was implicitly used in exercise 2.12:
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Exercise 4.5
Let ����� � � be a diffeomorphism.

a) For
�	��

����
���������������
����

a coordinate chart for � �
let

����������������������� �
be the corre-

sponding coordinate chart
�"! �$# � � 
 �%�'&(!)� 
 & * � on �"+ Show that �,� � � � 


is an affine transformation iff -/.&�0 ! - 
 .&10 * �
b) Show that affine transformations preserve parallel transport and geodesics.

Proposition 4.6
Let �,� � �2� be a diffeomorphism of connected Riemannian manifolds. Suppose

that at some point 3546� �87 �:98;=< is an isometry. Then � is an isometry iff � is an affine
transformation with respect to the Riemannian connections.

Proof> Let ? 

be the Riemannian connection on � . Then the formula@ 7BA ; !DC 
@FE�G AIHKJML HONQP � RS�TA

vector fields on � �
is easily seen to define a connection on � , and also it is easily seen that it is symmetric
and Riemannian. Hence ? is the Riemannian connection on � , hence � is an affine
transformation.U

Let VW4 � and choose a piecewise smooth curve X from 3 to V . LetY �:Z\[^] _ `�a�] be the parallel transport along b . Since c is affine it preserves
parallel transport and so d cfe8g aFh,i'j\k cfel[ k�iMmKn
where i j is parallel transport along c k b . Now since i j and i are both isometries, we
conclude that also

d cfeogBa is an isometry.

Now let ] be a manifold with connection p . We have already defined the torsion
tensor field ` for p (see exercise 2.15) by the formula

(4.7) ` d
qsrTt g h u dlt g/v w dlq g/v"x qyrTt{z
where

q
and

t
are smooth vector fields on ] . Similarly we define the curvature tensor

field | , which to any 3 smooth vector fields

qyrTt�r~}
associates a 4th by the formula

(4.8) | dlqyr�t g } h u w dB} g/v w u dB} g/v � u�� wK� dB} g��
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Exercise 4.9

Show that (4.7) and (4.8) define tensors, that is, their values at a point �����
depend only on ���	��
��
����� .

We now want to show that in some sense � and � determine the connection. For
this purpose we shall use a local moving frame, that is, an open neighbourhood � and
a set of smooth vector fields ����������������� on � , such that for every point ����� , the set� �������! ��"�����"�#�$�%�&�' )( is a basis for �%�"� .

Example 4.10

If *)�+�#, � ����������, �.- is a local coordinate system then *)�/�100�2	3 �����"�"�400�2�5 - is a local
moving frame.

Notice that the connection restricted to � is determined by the 687 functions 9;:=<>@?BA
given by

(4.11) CEDF�G� ?  EHJI < : <>@? � <!K
Similarly the tensors � and � are determined by the functions 9 �L<>@? A and 9 �M<N >O? A
respectively given by

(4.12) �P�&� > ��� ?  QHRI < � <>O? � <
(4.13) ���&� > ��� ?  S� N HJI < � <N >@? � < K
The so-called structural equations are really just a reformulation of these equations in
terms of differential forms.

First let us recall the basic facts of the calculus of differential forms (see e.g. Spivak
[6, I, chapter 7] or Warner [7, chapter II] ):

Differential forms

A differential form T of degree U associates to U smooth vector fields �������"���"��� <
a real valued smooth function TL�G���"����������� <  such that it has the “tensor property” (see
exercise 4.9 above), and such that it is multilinear and alternating in � � ����������� <!K

For TV� an WYX form and T=Z a U[X form, the product T\�	]�TQZ is the ��U;^�W� �X form given by

TV��]_TEZ	�&��������������� <a` N  H b��UP^cWY �d Ifehgjilknmpo�qsr�tVu'vSw$xBy ujzj{�|�|�|�{ w�x.y~} zS�\��� vSw$xBy~}@� uFz){�|�|"|"{ w�xBy~}@��� zS�
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where � runs through all permutations of
�������������
	���


This product is associative and
graded commutative, i.e. ��������������� ������� � �!�"�#� 
 Furthermore there is an exterior
differential d, which to any

� � form � associates a � �$	%�&� � form '�� given by�('�� � �*)+� �����,��� ) ��- � � � ��.	/� 0 ��- �1 243 � �5� �&�
2 - � ) 276 � 6 )8� ���������:9) 2 ��������� ) �;- �=<>< 		 1 2@?BA �5� �&� 2 - A � 6DC ) 2 � ) A;E � )+� ���������F9) 2 �������;�.9) A ��������� ) �;- � <HG

where the “hat” means that the term is left out.' has the following properties:

i) ' is linear over
�

ii) 'I'J� K �
iii) 'L�M�#�N�O� � � �P�('��#� � �Q� � 	 �5� �&� � �#�R�S'�� �

for �#� a
� � form,

iv) For T a smooth function 'UT is the 1–form given by�V'UT � �V) � �W)X�(T �
� for ) a smooth vector field,

v) ' is local, that is, for any open set Y[Z]\ ��F^_Y%�%K ` '��.^aY/�%K
(i.e. '��.^aY depends only on �.^aY ).

In a local coordinate system b�Y�c�d � �,�����,� dBeBf any
� � form � has a unique presentation�X� 1�hg 2Mij?lk_kmk_?L24n g eNoqpsr�tmtmt p4u;vIw psr�xzy�y,y&x v{w p4u

where | p r tmtmt p u are smooth functions on }�~
Finally if ����� � � is a smooth map of manifolds � and ��� and if � is a���

form on � then there is a unique induced
���

form �$�=� on � such that for any
�

vector fields �+�,� y�y�y �=��� on �� �&� �R� � �8��� y�y�y �=� � � �(� � �/��� ���=���j� � �+� � � y�y�y ��� � � � �,� ����� �%~� � preserves x and commutes with v ~
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The structural equations
Now return to our manifold � with connection � and consider a local moving

frame �������
	��
�
����������� which will be kept fixed in the following. In � we have the
dual 1–forms ��� 	 �
���
����� ��� defined by����������� �"!
� �
where ! � � is the Kronecker ! , that is, ! � � �$# for %�&�(' and ! � � �*),+ Dual to equation
(4.11) we consider the 1–forms

(4.14) - � � �(.0/$1 � / � � /
so that � � � � and 23- � �54 together determine 1 � / � and hence the connection.

Theorem 4.15 (The structural equations)

i) 6�� � � 798;:<- � :>= � :@? 	A 8 � /CB � � / � � = � /
ii) 6D- � E � 798;: - � :>= - : E ? 	A 8 � /GF �HE � / � � = � /

Proof
We shall prove only i) since ii) is completely analogous. First define the functionsI �KJ�L by M � J ��� L�N � . � I � J�L � � +

Then we shall check i) by evaluating both sides on � J ��� LPOQ 6��R��S0��� J ��� L � � )T Q � J Q �R����� L �USV7W� L Q �R�X�Y� J �USZ7W����� M � J ��� L�N �US� 7 )T I � J�L +
On the other hand[ 79. : -\� :]= � :,^ ��� J ��� L � � 7 )T . : Q -\� : ��� J �U� : ��� L �_7`-\� : �Y� L �U� : ��� J �XS

� 7 )T Q - � L ��� J �_7`- � J �Y� L � S � 7 )T Q 1 � J�L 7a1 � L�J S
and bc )T . � / B � � / � � = � /Rdegf�h�iRj�hlknm oqprPsut i�k�v

66



But since � ��� � ����� �
	 ��� � ��
 � ��� 	 ��� � � ����� ��� � � ������� � ��
 � ���
	 � ����� � ��� � � � � � �"! � ���$# � �

we have � � ��� 	 � � ��� � � � � � �"! � ���&%
The equation i) now clearly follows from this.

Theorem 4.15 becomes particularly useful in the following special moving frame:
Consider a point ')("* and let + be a “normal neighbourhood” around ' defined as
follows. Let

�-, 
/.&./.&
 �10 ( �32 * be a basis and write any vector 45( �62 * in the form4 	87 � 4 � � � % Choose 9;:=< so that the 9 � ball

> 2 	 ?@BA 45( �62 * CCC
D � �E� 4 � #/F�GIHJ�K 93LBMNPO �32 *

maps diffeomorphically under QSRUT 2 onto an open neighbourhood + (this is possible by
theorem 3.8 by choosing any metric on * such that

�-, 
&././.&
 �V0
is orthonormal at ' ).

Now we get a moving frame
�IWX3Y&Z/Z&Z&Y�[I\] on ^ by parallel transporting [ X Y/Z/Z&Z&Y�[ ]

along the radial geodesics, and we consider the structural equations with respect to this
moving frame:

Consider _a` bdc3egf given by _Ehaikjml Y�nporqq l n5sIt evuUw�_ is an open set with
coordinates jxl Y�n X Y/Z/Z/Z�Y�n ] o w Let y{z|_=} ^ be the map y~jxl Y�n|o h��S�U� e jxl npo w
Then we have

Theorem 4.16 (The structural equations in polar coordinates)

i) y \S��� h n �x� l�� � � Y y \$��� � h ��� �
where � �1����� � � � do not contain � l$w

ii) Furthermore � ������� � � � satisfy the differential equations:

a) � ����/�����g���
�¡ m¢£� ¢ ¤ � ¢ �¡  ¥�¢§¦¨� ¥�¢ � ¥ © ¢
b)

� ª6« ¬�/� �   ¥�¢®­ �°¯ ¥�¢ � ¥ © ¢
with initial conditions

© �V±± �³²µ´ �·¶U¸ ¤ � ¯ ±± �¹²º´ ��¶U»
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Proof
i) Since ��� ������	��
 ��	�
����������������
���� � �"! �� and since # � gives the $ th coordinate

with respect to % ! ��'& the first equation is obvious. Similarly� � �)( � * �,+ -- �/. 
 � �,021�354 � 3 * #
3/6 +7-- �/. 
 18354 � 3 * �

3:9
However, the fields

! �* are parallel along the curve ;8< �=���>
?���@�:�A������� with
�CB�D�	�E
?� � 
�F�G� � ! �� 9 It follows that for each HJI <�K'L ! �*�M vanishes along ;:< , i.e.NPO Q�RTSVUJWX�Y O[Z:\^] \ Z`_ba _ \ X UcW_ along d Q

or equivalently e O Z8\ a _ \ X ] \ along d Q for all fhgFi8j
This proves i).

ii) We prove only equation a); the other one is similar:

By i) we havek SFl�Wnm _ Y O k ] _'o k�prqsk8p outt p m _ q terms not involving
k8p j

Similarly using theorem 4.15 we havel�W@S k m _ Y O^v Zxw y _w o{z ] w k8p�|}q�~� Z X \�� _X \r� ] X k8p o m \ q ] \ m X o k8p}��q terms not involving
k8p j

Using
� _X \ O�v � _\ X and comparing the coefficients of

k:p
in the two equations we obtainv k ] _ q tt p m _ O[Z�wu] w y _w q Z X \ � _X \ ] X m \

which is just a). The initial conditions follows trivially from the fact that
l z e g ] | is

constantly equal to � .
Corollary 4.17
A Riemannianmanifold � is locally isometricto � with the Euclideanmetric iff

the curvature tensor � is constantlyequal to 0.

Notation
A Riemannian manifold satisfying ��� e is called flat.
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Proof of 4.17� is trivial.� For a Riemannian connection ����� so � �	� �
� and � �
������� � are the solutions
of a) and b) of theorem 4.16. In particular for ��� ������� ��� ��� �"! ��# $ we have�&% � � � ���'� � and �(%� � � ) � ��*
Thus, if � �,+ is given the usual Euclidean metric in the coordinates - � � �/.0./.0� �,1�2 then
clearly ��� is an affine transformation. Hence if 34� �/././.5� 3 1 are chosen orthonormal
then ��� is an isometry by proposition 4.6.

More generally the uniqueness of the solutions to the equations a) and b) in theorem
4.16 is expressed as follows:

Corollary 4.18
Let 6 + � 798;:=< 6?> � @A7 be manifolds with connections and let � �CB and � @D�EBF@ be

the torsion and curvature tensor fields for G and G @ respectively. Let HJI + � H @ IK> and
let LM�'� �'+ # � �0N > be a linear isomorphism. Let $ and $ @ be normal neighbourhoods
around O and O�P of the same radius (with respect to a fixed basis of QSR'T respectively its
image in QSR0UWV ). Furthermore for each X�Y[Z]\^X`_�a5b"c Redgf�h \ iWj�klX P _�a�b"c R U dnmof�h YpZ P
and let q0r and q�rsP be the parallel transports along asb"c R dgtufvh^w jCxzy{jE|�k~}��;j�i���asb"c R U,dDt�m=fvhC�

Then m extends to an affine transformation ����Z
� Z�P iff the following is satisfied:� X�Y�Z the linear isomorphism�m r�_�q�r U"� m � q����r �'Qor/T ��Qor U V
satisfies

a. Q Ps� �m r d?fvh \
�
m r d?�`hu� _

�
m r�Q d?f \ �(h � f \ � Y�Q=r0T

b. �FP � �m r d?fvh \ �m r d?�`h �
�m r d~�Sh _ �m r5� d?f \ �(hu� � f \ � \ � Y�Qor/T

Furthermore � is unique and is given by��_�a�b"c R U � m � a�b"c����R
Remark
In particular for Riemannian manifolds T and V and a linear isometry m �'QSR'T �Q"R U V , the above map is an isometry iff b) above is satisfied.

Proof of 4.18
Let � � \0�/�/�5\E�¡ ¢Y
QSR'T be a basis and �¤£� \/�/�0�5\E�¤£  the associated moving frame

in Z � Let ¥�¦¨§s© and ªo«¬§ ­S® be the corresponding frame and connection forms. Put
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�������� � �	��
�
�
�� ���
 ��� � 
 and similarly consider the frame
������ ��
�
�
�� �����
 in � � and

the corresponding forms ��� ����� and ��� ��� � �"! Also let #%$ &(' )�* and # � $ &(' )	+-,
be as in theorem 4.16 and let .0/1#%2 � and . � /3# � 2 � � be the maps defined by.�465 �8739 �;:=<3> ) 465 7?9�� . �A@ 5 � �87 �-B �C:D<3> ) + @ 5 � 7 �EB !
Again we define F �C:=<1> ) +HG � G :=<1>JI �) +
and observe that F G . � . � G � �
where � /�#%2K# � is the map 465 �87?9ML2 465 � � 4 7?9A9 ! With respect to the above frames the

torsion and curvature tensors have components � ' ���N � � �PO �Q �8N � and � ' ����8N � � �JO ���Q �8N �
which by our assumptions satisfy' ��8N � ' ���� Q G � and O � Q �8N � O ���Q �8N G �
in # ! Hence, in the notation of theorem 4.16, both� � � � � � � � and � � � � �R� � � � � �R� � �
satisfy the structural equations in polar coordinates. Since they also have the same
initial values they must be the same set of 1–forms. Hence we conclude that. � � � �S� � @ . ��� � ��� B � . � F � � �R�
and . � � � � �T� � @ . ��� � ��� � B � . � F � � �R� � !
In particular, since . � �U:D<1> ) is a diffeomorphism, we obtain the equations

(4.19) � � � F � � ��� and � � � � F � � ��� � !
By the first equation in (4.19) we get4 � �� 9WV � � ���� � X �ZY ��
�
�
��\[ !
Writing ]_^` @ � �� B �ba N c N� � � �N

and
�] + ^` @ � ���� B �Ua N c � N� � � ���N

we conclude from the second equation in (4.19) that c N� � � c � N� � G F ! Hence

4 ]_^` 9Wdfehgjilkm?n	oqp�r stvu wx gyi s kmzn{rb|~} �Ps }��m i s k} r g t wx gjilkm?n�n	o��
That is, � is an affine transformation.

Remark
It follows from the proof that � i k��� o r i s k����� rZ� ���������8� � Hence, for all ����� ���h� r;� � u1� � � �J�q�� r � k � �
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Chapter 5 THE SECTIONAL CURVATURE

In the previous section we saw that a Riemannian metric is locally determined by
its curvature tensor field. This does not sound as a great advance since we need to

determine the � � functions
�������
	���


instead of the ��� functions ��� 	������ However, the
curvature tensor field satisfies certain symmetry relations which enable us to cut down
on the number of invariants needed to determine the metric up to isometry.

If � is a Riemannian manifold with metric ���������! #"%$&���'�)( and curvature ten-
sor field

�
we shall also consider the curvature tensor in 4 vector field variables$ � �+*,�.-/ 102�.34(.5

Proposition 5.1
The curvature tensor of a Riemannian manifold with metric � satisfies:

i)
� �6*7�.-# &098 � �:-;�<*= 10>">?

ii)
� �6*7�.-# &0@8 � �:-;�A0B C*D8 � �:02�<*= E-F"4? �EG'H6IKJML.N�HCOQPRHTS�UVJ�W6HXW:YZ 

iii) $ � �+*7�<-/ &0��A3[(\8]$ � �6*7�.-^ 13_�A0�(`"a?
iv) $ � �+*7�<-/ &0��A3[(b"c$ � �:02�A3[ E*,�.-/(

Proof
Recall the definition� �6*7�.-# &0d" e fg0ih f eB0ih j elk fnmpo2q

The skew-symmetry relation i) is obvious from this. ii) Since r is a tensor it suffices
to prove ii) for sut vvxwzyV{<| t vvxwA}�{ o t vvxwz~ { where �&� {<���x{x�x�x��{<�Z��� is a local chart
in � . In this case all Lie brackets � s {.|���{ � s { o ��{ � |�{ o � are zero, so we must show
the identity

(5.2) � � o�� � � o�� � ��s � � �;s � � � | � � � | t��
However, the symmetry of the connection implies

� o�� � | t�� s { o � t9� { � s � � o t9� { � | � � s�t��
from which (5.2) clearly follows.

To prove iii) it clearly suffices to prove for all s {.|�{ o��� r#�6s {.|#� o { o¡  td� q
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Again we may assume � �������	��
 so that we must show

(5.3)

� 
 ����� � 
�� � ��� ��
� 
 � � � ��� � � � 
 � � ���
Now since � is Riemannian we have

� ��� � ��� ��� � 
�� � ���
and

��� ��� � ��� ����� � 
 � � ��� ��� � � 
 � � ���! � � 
 � � � ���
so that

� � 
 � � ��� �
"
� ���

��� � ���#�$� 
 � � � ���&%

but since


��'� �(�����)���*� � ��� we get� � 
 � � ��� �
"
� �+�

��� � ���,�$� � � � 
 ���
� � 
 � � � ���

by symmetry in � and � . This proves (5.3) and thus iii).

iv) now follows completely algebraically from i)-iii):

In fact by i) and ii) we obtain

(5.4)
��-/. �����10 � �&2 � � ����-/. �	�3�40 � �&2 � � �5-/. �(� � 06�	�&2 �7 ���-/.�� ���/06�(��2 �

and by iii) and ii)

(5.5)
�5-/. �(�3�10 � ��2 � � �8��-/. �(���/0924� ��� � ��-/. �	�&2:0;�(� ���7 ���-/. 24�<�40=�	� ����%

Adding (5.4) and (5.5) now gives

(5.6)
� ��-/. �����>0 � �&2 �

� ��-/. �(� � 0=�	�&2 �7 ���-/.�� ���806���&2 �! ���-/. �	�&2:0;�(� ���7 ���-/. 24�<�?0=�	� ����%
In this interchange � and

�
respectively � and 2 to obtain

(5.7)

� ��-/.�� �&2:06����� �
� ��-/.;� �3�?0=24��� �7 ��5-/. ���&2@0 � ��� �A ���-/. 24���10 � �3� �7 ���-/. �B� � 0924�3� �
� ��-/. ��� � 06�B�&2 �7 ��5-/. 24�<�40=�	� ���7 ��5-/. �	�&2@06��� ���7 ��5-/.;� ���/06���&2 �

where we have used i) and iii) in each term. Since the right hand sides of (5.6) and
(5.7) are the same we have proved iv).

With these identities proved we can now show that the curvature tensor field
-

in
some sense is determined by the so-called sectional curvature:
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Definition 5.8
Let � be a Riemannian manifold of ����� ��� with metric 	 and let 
 be the

corresponding curvature tensor field. For �
��� and ��������� a 2–plane choose �����
spanning � and define the sectional curvature by

� �����! #"%$
& 
'�(���)�� ��*�)�,+- �/.0� -21

where
- �3.4� - 1 " & ������+ & ���)��+!$ & ���)��+ 1 is the square of the area of the parallelogram

spanned by � and � .
Proposition 5.9� �5�6�7 does not depend on the choice of � and � .
Proof
Let

��87":9#8��<;>=*8)�
�?87"@9 1 �3;>= 1 �5A

Then clearly

- � 8 .4� 8 - 1 "
BBBB 9C8 =*8
9 1 = 1

BBBB
1 - �/.0� - 1 A

Now by proposition 5.1 the curvature tensor
& 
'�EDF�)G' IHJ��KL+ is alternating in DF�)G as

well as HM�NK , hence

& 
'�(��8O�)�?8P Q�,8R�)�?8S+#"
BBBB 9C8 =*8
9 1 = 1

BBBB & 
'�(���)�, ���8O�)�?8O+

"
BBBB 9C8 =*8
9 1 = 1

BBBB
1 & 
'�(���)�� 6�*�)�,+

from which the proposition clearly follows.

We can now reformulate corollary 4.18 in the Riemannian case in terms of the
sectional curvature:

Theorem 5.10
Let � and T be Riemannian manifolds with metrics

&VU � U +XW?Y�Z &[U � U +Q\ respec-
tively and let

� � � \ be the associated sectional curvatures. Let �]�^�:�_� \ �^T
and `ba<����� c ���Rdfe be a linear isometry. Let g and gMh be normal neighbour-
hoods around i and i h of the same radius. Furthermore for each jlkmg nXj%o
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���������
	���
������������������������ �!	��#"%$&��')(!*+�����-,�./
0,�. � be the parallel transports along����� � �213	��54)687:9;68<:13=
	�6?>A@ ����� � �)�21B�C�
	��B��D
Then � extends to an isometry EGF $IH $J� iff the following is satisfied:K �L"M$ the linear isometryN�!.��O,�. ��P � P ,RQTS. F�U .?V H U . ��W

satisfies X �. �ZY N�R[]\^� X ._� [`� K [ba U .?V 'dcde-fg�h')(i� .

Furthermore E is unique and given by

E �j�Z����� � P � P �Z���iQTS�

Proof
By corollary 4.18 it suffices to show for all kmlOn that

(5.11) oqpZrCst�u)v2wyx:z st!u{v
|;x3} st!u�~�� st!u_v o vAw�z�|�x3~�x ��w�z�|Rz:~ l�� u��%�
In the following let us fix k�l�n and write st�� st;u�z�� ����u

etc. Then (5.11) is
equivalent to

(5.12) ��o p r st;w�z stg|�} stg~�z stg��� p � � stCv o vAw�z�|!x�~�x:z stg�5� p
or, since st is an isometry

(5.13) � oqp r st;w�z stg| } st!~�z stR� � p ��� o v2w�z�|�x�~�z��#� ��w�z�|Rz:~�z�� l�� u��j�
Again since st is an isometry clearly��� st!|#� stR~ ����� ��� |5�m~i� � ��|gz:~ l�� u?�
so our assumption

� p r�stR ]}����¡v¢ £xdz¤�¥ %¦ � u8�Oz
is equivalent to

(5.14) � o p r st!|Rz st!~ } st;|gz stg~ � p �§� o v2|Rz�~�x�|gz:~�� ��|gz:~ l¨� u?�O�
Thus we want to conclude (5.13) from (5.14). For this we write© v2w�z�|Rz:~�z��ªx«� � oqp rCst!w�z stCv
|;x } stg~�z st!� � pA¬ � o v2w�z�|�x3~�z��#�Zzw�z�|Rz:~�z�� l�� u?�O�
and we notice that

(5.15)
© v
|gz:~�z�|Rz:~�x��j­ ��|gz:~ l�� u��j�
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Now by proposition 5.1 we have���������	��
��
����������
������
������� �������	��
��
�����	� �
so in particular

���!�����	�
�����"�
is symmetric in

�
and

��#
By (5.15) and the “parallelogram

identity” we obtain ���!�����$�%�����&�'�)( �*�����	���+���,� �
or

(5.16)
���������	��
����"�-�/.0���1
��
�$�
���
�2� �*�����$��
��������,� �3#

Now using ii) in proposition 5.1 we obtain

(5.17)
���������	��
����&�546���7�	��
��
�����&�546���1
��
���
�$���&�-��(�#

But �����	��
��%�����2�-�8.9���7
����	�
�����"�����������
�$��
:���2�
and ���7
:�
�����	���2�-�8.9�����$�
����
����"�����������
�$��
:���2�
so that by (5.17) we obtain ; ���!�����$��
����"�*�<(

for all
�����	��
��
�=���,� �3#

This proves
the theorem.

Remark
In case of

�
a surface i.e. dim

� �+>
there is only one plane at each point ? �@�

so the sectional curvature in this case is just a function A B � C #
Next let us see how to calculate the sectional curvature: First a trivial lemma:

Lemma 5.18
Let

�
be a manifold with connection D and curvature tensor E and letFHG �
I5JK�MLML L ��I�N�O

be a local coordinate system. Also with PRQ � SSMTMU �WVX�ZY[� LMLML �%\
, write

S U � P^] �-��_[`ba `Qc] P `9d \fe E � P[Q � P^] � Phg �8_[` E
`
g Qc] P ` #

Then E
`
g Qi] are given by

E
`
g Qi] � P a

`
] gP I Q . P a

`
Q gP I ] 4j_Kk lKa k ] g a

`
Q k .ma k Q g a

`
] k[n #
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Proof

Since ���������	��
	
�
	���
��� is a coordinate chart we have � ��������������� for all ��� �"! Hence#%$ �&���'�(�*) ��+,� -/. -�0 $ ��+1)32 -40 -�. $ ��+5)� -/. 63798;: 8
� + �

8"< 2 -�0 63798;: 8
� + �

8&<
� 7	8 �&� :

8
� + �

8>= 798?: 8
� + 7"@A: @

� 8 �
@

2 7 8 �(� :
8
� + �

8 2 7 8 : 8
� + 7 @ : @

� 8 �
@

� 7 @CB �&� :
@
� + 2D��� :

@
� +FE �

@ = 7 @ 7 8 B : 8
� + :

@
� 8 2 : 8

� + :
@
� 8 E �

@
which proves the lemma.

Now if G is a Riemannian manifold with metric H4IJ�>ILK and we again look at the
curvature tensor H #%$NM �'OP)�QR�/STK in the local coordinate system � ����� � �	
	
	
U��� ��� � then
it is determined by the functions

(5.19)
# @

+ �V� �WH #%$ �&���'�(�*)���+X���
@
KY� 7*Z\[ @ Z # Z

+ �V� !
In general this formula gives too messy calculations for practical use even for surfaces.
However, for G �]G_^ a surface one can choose the coordinates in a convenient way
to simplify the calculations: Thus consider `ba�G and choose an orthonormal basisc(dfe	g/d	h*i

for jlk"mon Then in a normal neighbourhood prqsm centered at t of radiusuwv?x we have the geodesic polar coordinates yNz g'{"| , x~} z }�u ,
{

in an interval
of length }��f� , such that���o����� k yNz�y � | yN�	�(� { y � |�dfe�� ����� { y � |�d	h	|�| ��� p��b��t i n
Notice that by the Gauss lemma (3.11) the vector fields ��	� and ��9� are perpendicular,
and since z�� �/��� k yNz�yN�U�&� {&dfe�� �4��� {�d	h*|�|
is a normalized geodesic, ��	� has length 1. Therefore the metric � is given in the
coordinates yNz g'{"| by the matrix �*�9��� i�g¡ 4g ¢ �¤£ g �¦¥
(5.20) � e4e �W£ g � e�h � � h'e ��x g � h�h ��§ g
where §?�s¨ ��9� g ��9��© vWx n The inverse matrix ª"� �V�l« is then

(5.21) � e�e �¬£ g � e�h � � h'e ��x g � h4h �T£*­�§ g
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and the Christoffel symbols (2.20) and (2.21) are easily calculated:

(5.22) � ���������	��
 �� �	
��� � � ����������� � ���������	� � �������������
� ���������	� �� ��
�	� � � ���������	� � ����������� �� ��
��� � � ���������	���

(5.23)

���� � � 
 �� ��
��� � ���� � � ���� � � �!�� � ���� �� � � �� 
 ��
��� � � � � � � � �� � � �� 
 ��
��� � � � � � �"��#
Exercise 5.24
Verify (5.22) and (5.23).

We now have

Proposition 5.25 (Gauss)
Let $ be a surface with geodesic polar coordinates % � � �'& and metric given by (5.20).

Then the sectional curvature is the function ( given by

( �)
 �* 
 � �	+ * 
-,��� � #
Proof
Since at every point ..�/ and ..�0 spans the tangent space, the sectional curvature is

given by

( � 
21�354 ..�/ � ..�0�6 ..�/ � ..�0879999 � �� 
 9999 � 1�354 ..�/ � ..�0:6 ..�0 � ..�/�7
 � 3 � � � �

where by (5.19) and lemma 5.183 � � � � �<; � � 3 � � � � �"3 � � � � � � � ��=���� 
 � � �� ���� >@?�A 4 � A � � ���� A 
 � A � � �!�� A 6� 
 �� � � 
��� � 
 �� 
 ��
���CB 
 �� ��
���ED � 
GF �� � � 
��� � 
 �H 
IB ��
���ED ��J

� 
 * 
 � ���� � + * 
 , #
This proves the proposition.
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Example 5.26
Let us calculate the curvature of the hyperbolic plane using the disc model � in

exercise 3.22. By (ii) in that exercise the geodesic polar coordinates at the point 0 is
given by �������	� where 
���
������������������ and 
��������������! "���#�$���%�&�(')���#�$� or

�*� 
 � '+�
 �  ,� 
 ��
.-
Then / �,0 132 �2 � � 2 �2 �54 �,6 798;:=<5>8 :;? >A@

B
7 �(')� ��� B @

B �C6 �D
��E'F�G� B �D
��3 ,�.� B
7 �H
 �  I�.� B 'I�H
 � 'F�.� B @

B
�,6KJ 
 B �L'+��M B��6�
 � � B �,N=OQPSR B � -

Therefore by proposition 5.25 the sectional curvature is given byT � ' �N�OUPSR9� 2 B2 � B �VN&OQPSR9�W�X�Y'Z� -
Notice that the fact that

T
is constant follows without any calculations just from the

fact that the isometry group acts transitively on the hyperbolic plane.

Exercise 5.27
For the 2–sphere [ B]\ ^

of radius 1 show that the metric in geodesic polar
coordinates is given by 0 >=> ���_��0 > B �`0 B > �)ab�c0 B&B �IN&OQP

B �
and show that the sectional curvature is

T �d� .
Now return to a Riemannian manifold of dimension egf+h and let us show that the

computation of sectional curvatures can be reduced to surfaces:

Proposition 5.28
Let i be a Riemannian manifold, let jlknm and let oqpCr%sWm be a 2-plane.

Choose tCp�rus	m a ball such that v�w%x sKy t{z |}pnm is a diffeomorphism onto a
normal neighbourhood, and consider the surface ~ ��v�w%x s(� t)��o���� Let ~ be given
the metric induced from m . Then the sectional curvatures ��� and ��� of ~ and m
respectively satisfy: � �s � o!���)� �s � oE�
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Proof
It is convenient to use what is called a Riemannian normal coordinate sys-

tem around � defined as follows: Let �������	�����
���
��
 be an orthonormal basis for�������
then, since ����� ����� � �

is a diffeomorphism, we have a local coordinate
system � � �! � ���	���	�" ��# determined by$&% ����� �(' �) *,+ �  

*.- $0/ � *21 �43 $65 �87
In this coordinate system the Christoffel symbols satisfy:

(5.29) 9;:*=< - � />%�? 36@A�CB��ED 7
In fact for F % � F � �������
�"F � # 5 � the curve GIHJ � �K��� � � J �LF � ���NMO�����PMQF � ��� #R# �TS J S small,

is a geodesic through � with coordinates G * %  *VU GIH - J /W% J F * � so by the differential
equation (3.2) we have for

J %X? �
(5.30)

) *Y< 9;:*Y< - � / F * F < %Z? D %\[ ��]^���	�!_ 7
For fixed D this is a quadratic form (since the connection is symmetric) which is
constantly zero, hence the coefficients are all zero, which proves (5.29). The components` :Ka *Y< for the curvature tensor field in this coordinate system are now given by lemma
5.18 which at the point � reduces to

(4.31)
` :ba *Y< - � /N% c 9 :< ac  *edddd �gf c 9 :* ac  <�dddd �

and hence by (5.19)

(5.32)

` : a *=<
- � /4%ih ` - � * �E� < / � a �E� :0j % )Rkml : k

- � / ` k a *Y< - � /% )Pk l : k
- � / c 9

k< ac  * dddd �gf )Pk l : k
- � / c 9

k * ac  < dddd �% cc  * ' ) k l : k 9
k< a 1 ddddd � f cc  < ' ) k l : k 9

k* a 1 ddddd �% cc  *on BopC��Drq
- � / f cc  <sn @LpC��Doq

- � / 7
Now choose the basis �����	�������
���
�t
 in

�����
such that uwvmxAytz0{}|�~��R��~��R�o� Clearly for����� the curve ��� �K��yI����� �t� is a geodesic in � so that �����"� � �A� � � is a Riemannian

normal coordinate system for � . It follows that the metric in � with respect to this

79



coordinate system is just given by the matrix ���������	��
���
������ where ��������� is the matrix
defining the metric in � in the coordinate system ��������������� �����"!�#

Now clearly by (5.32) and (2.20)

$&%('*),+.-0/2143 ��� 35'768+9-:1 � 3 � 35';68+9- << � �
= �5����>@? '768+A/ << � 3

= >�����>@? ';68+
is the same for � and B which proves the proposition.

As an application let us calculate the sectional curvatures for the C / sphere and
hyperbolic C / space (see example 3.23):

Proposition 5.33

i. For
) !ED !GFH� the sphere of radius 1 the sectional curvature is constantly equal 1,

that is,
$&%�'�),+4- >5� I 6KJL) ! � ) DNM %O'*) ! +�P

ii. For Q !F the hyperbolic C / space the sectional curvature is constantly equal to –1,
that is,

$&%('�),+2-R/ >5� I 6SJ Q !F � ) DNM % ��Q !F # P

Proof
Let us prove ii), the proof of i) is entirely similar. Since the isometry groupT ' >5��C + F acts transitively on Q !F (proposition 3.24 iii)) it suffices to calculate

$U%('*),+
for

6V-XW YZ-[' >5�]\(� ��� ���]\ + � and since the isometry group fixing
W�Y

is the orthogonal
group we get the same sectional curvature in all plane directions. Thus at least

$U%('*),+
is constant and we just need to calculate

$_^a`�'�),+
for

)b-dc�e"fhg � W � � W 3 �iDjM ^k` �aQ !F # P
Now clearly by proposition 3.24 iv) we have l@m e ^a` '�),+.- Q 3

F D c�e"fhg � W Y � W � � W 3 � so by
proposition 5.28

$�^a`�'*)�+
can be calculated in Q 3

F P
Hence by example 5.26

$_^a`�'�),+9-n/ >
which proves ii).

Exercise 5.34
Prove proposition 5.33 i).

Exercise 5.35

i. Let oqpr\ be a positive real number and let s0tu� v B be a diffeomorphism of
Riemannian manifolds with metrics w�x"�yx{z and wkx"�|x�z~} respectively such that�������A���������*���L�h�h�������"� �����������u��� �.�����i���
Show that

�
is an affine transformation and deduce that the sectional curvatures �

and � �
for

�
and � respectively are related by

��� � ��¡�¢ ��� £,¤.� ¥� � � � ¢ £,¤
for all 2-planes

£§¦¨�u� ���
�����i���
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ii. For ����� let ����
	 ����
 be the sphere of radius ��� i.e.,

� ���� ����� ����
������ � 
���� �"!�!�!#� � � ����
$�#� � � �&%
with the usual induced Riemannian metric. Show that the sectional curvature ' of�(�� is constant and ' )+*�,�� ��-

iii. For �.�/� let 01�� � 	 ����
 be the hyperbolic space of “radius 23� ”, i.e., 01�� � 	 ����

is a connected component of the submanifold

0 ��4�65 ��� ����
 �����7 �
��8 � � � � � 
 � � �"!�!9!��;: � ��< � � 7 � �>=

with the metric induced from the bilinear form ? as in example 3.23. Show that
the sectional curvature ' of 01�� � is constant and that ' ) 7 
�A@ -
Corollary 5.36
Let B be a Riemannian manifold of constant sectional curvature '

i. If ' �C� then B is locally isometric to �(��EDGFIHIJ � � *�,LK ' -
ii. If ' � � then B is locally isometric to � -
iii. If ' MN� then B is locally isometric to 01�� � DGFIHOJ � � *�, K 7 ' -

Proof
This is immediate from theorem 5.10.
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Chapter 6 CURVATURE FOR SUBMANIFOLDS
OF EUCLIDEAN SPACE

In this section we shall study the curvature for an ��� dimensional submanifold
� � �

with the Riemannian metric in
�

induced from the Euclidean metric in
�

which we
shall denote by ���
	��
��� As usual we shall identify the tangent space ��� � 	���� �
with the corresponding subspace of

� 	 so that a vector field � on
�

is identified
with a function � � � � � � In

�
the Riemannian connection is just given by

the directional derivative ����� � for � a vectorfield on
�

and �!�"� �
any (tangent)

vector. We shall often consider vector fields along M, i.e. functions � � � � �
and for these the directional derivative �#�$�%� is defined for �!�&�'��� � 	(�)� � � In
particular, as we have seen in exercises 2.3 and 2.22, the Riemannian connection in

�
is given for � a tangent field to

�
and �!�*�+�,� � by

(6.1) � �.-/�#021 3546� � �.-7�80:9 �
where 3�; for ; � �

is the orthogonal projection of ; onto ��� � . Now we shall
also need the normal space ��� ��<

of vectors perpendicular to �,� � 	 and for ; �
��� �

we denote ; < 1 ; � 3�; the projection of ; onto the normal space at � . Thus as
in (6.1) let � be a tangent field to

�
and �!�=�>�,� � and consider

(6.2) ?�-@�!�A	B�C0D1E4F�#�$�G-/�#0H9 <�
Then we have

Proposition 6.3

1. ?I-@���,	B�#0 does only depend on �,�,	 that is, ? defines a bilinear map

?J�G�,� � K �,� � � �,� � <

such that for � and � smooth tangent fields on
�

the map �=L� ?I-@�!�A	M�,�N0 is smooth.

2. ? is symmetric, i.e.

?I-PO$	RQS0T1U?I-PQV	�OW0 XYO$	MQZ�*�,� � 	$�=� � �
3. For � a tangent field on

�
and �!�[�\�,� �

� � �G-7��0D1 � �G-/�#0^]_?I-7�!�,	B�,�N0
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Proof
i) We shall see that ���������
	�� satisfies

�������
����	�����������������������	�� for �����! "�$#%��&
In fact

�'�(��������	����*),+.-/�$��	��102�43$�5���6�.�1	879���:����),+;-<�$	��1= 0
�*���:�>� 3 ) + -/�$	,� = 0 �?���@���A�������
�B	���&

This proves the first statement. The smoothness of �DCE ���(�5���B	F�F� is obvious from
the definition.

ii) By i) is enough to prove this for �G� HHJILK �NMM � �O	P� HHJIRQ MM � for 3AST�
U�VL�JWJWXWX��UZY�=
a local coordinate chart in # around ��& In this case we have

(6.4) ),+[	\��)�]^�_&
In fact if ��`�S[a>E S%bc# b d is the inverse of the coordinate chart and we consider
this as a function from S a b Y into d then (6.4) is just the formula

(6.5) e
f �

e Uhg e UZi
� e

f �
e U�i e Ujg

&
Now ii) just follows from (6.4) by taking normal components.

iii) is obvious from the definition.

We can now calculate the curvature tensor in terms of the above bilinear map � :

Theorem 6.6 (Gauss a equations)
For �_�B	^��kl�Bm tangent fields on # we have

n$o �p�q�B	,�Akl��mPrs� n �'��	O�Bkt�u�u�'�p�q��m\�vr�w n �����q�Bk��O�x���p	O�Bmy�vrB&

Proof
Since both side of the equation are multilinear with respect to functions it suffices

to prove this for � � HHJI K �,	z� HHJI Q �,k{� HHJIL| � where 3vSu��U}VJ�JWXWJW~�
UhY�= is a local
coordinate system. Then we have

(6.7) ) + �$) ] k����*) ] �$) + kt�
similar to (6.4) above, and also

(6.8)
o �p�q�B	���k8� + ]��6kt��w ] +,�6k��
&

Now

(6.9)
),+��$),]uk�����),+,� ]uk���7�),+��6����	O��kt�
�

� + ]Ok�7��'�(�q� ]uk���7�),+��6���$	^��kt�v�
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and similarly

(6.10) ������������	�
 � ����
�������� ����	�
�����������������	�	
subtracting (6.10) from (6.9) we then obtain

(6.11) ��
! ������"�#	$��
������%� � ��	'&(���)�*� � ��	�
+� � �����)�*�"��	�	'&�� � �,���-������	�	
or

(6.12)  ��)���.�#	/�0
1&2���)��� � ��	�
+���)�*� � �3	4&(� � �,�����*����	�	�
+� � �,���-������	�	"5
Since 6 is a tangent field and ������� �*��	 and ���)�*� ����	 are normal fields we
therefore get from (6.12):

(6.13) 7� ������"��	8�9��6;:�
;&<7����������*����	"��6;:=
>7)���?���)�%����	���61:�5
But again 7,���)������	.��6;:�
@� so that

(6.14)
��
0��7����������3	"��61:A
B7)� � ���)�*���3	"��61:�
!7,����������	"�.� � 6;:


B7)�������)�*���3	"��61:�
!7,����������	"�"���-���"6C	D:
and similarly

(6.15) ��
C7)� � ���-������	.��61:=
>7�����������	.�����)����61	�:"5
Substituting (6.14) and (6.15) in (6.13) now yields the desired equation.

In particular let us consider the case of a hypersurface, i.e. E!FHG FJI4K and let
us suppose that we have given a unit normal vector field L , that is, a smooth vector
field along E F such that MONPERQH
 SDTVUJW�XYL9NOZ for all []\^E and such that the length
of L�N is one. Notice that at least locally such a field always exists and it is unique up
to a sign _<`a5 In this situation the bilinear function � defines the “second fundamental
form” II by the equation

(6.16) �������"��	�
cb�b������"�#	,L
for � and � vector fields on E!5 We then clearly obtain:

Corollary 6.17 (Gauss d Theorema Egregium)

1. For �%�"�*�"�9��6 tangent fields on a hypersurface E in FJI4K � we have

7� ��)�%�"��	/�9��6;:A
!bDbe�)�*����	$b�b4�)�%��61	'&Hb�b4�)�%����	,b�bA������61	"5

2. In particular the sectional curvature for ��
RS�TfUgWhXjih��klZ�G>MONaE is given by

m Nl�,�?	e
 b�b���ih��il	$b�b��)kl�"kn	'&(bDb��)io�"kp	$q
7)ih��il:r7�kl�.kn:e&07�ih�"kP:8q 5
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Remark
Classically the metric ��������� is called the “first fundamental form” and is denoted I,

so that the above formula can be memorized as “the second fundamental form divided
by the first”. For � a surface in 	 this is called the Gaussian curvature.

The second fundamental form can also be expressed in terms of the derivative of

:

Proposition 6.18
Let � � ��
�� be a hypersurface with unit normal field



.

1. For all ����������� ����� ��!��#"%$'& 
 �(�����()
2. For * a tangent field in � and ���+�,�-�.� we have the Weingarten equations

/ " $'& 
 �0*���13254 / 
 �0" $'& *613274#898;:<��� ��*���=0)
3. In particular for � � �0* � �>� � �/ " $ & 
 ��* ��1 2 / "%?@& 
 ��� � 1

Proof
i) Since � 
 � 
 �BADC we have

E 2(�F�G� 
 � 
 �H2JI / "%$'& 
 � 
 � 1
this proves that " $ & 
 is perpendicular to


 � hence is a tangent vector.

ii) Since � 
 �0*%�KA E
,

E 2L���G� 
 �0*+�M2 / " $ & 
 ��*���1ON / 
 �-�0" $ &P*Q�-1
which proves ii).

iii) Clearly follows from ii) and the symmetry of II (i.e. the symmetry of R ).

The normal field



considered as a map

TS � U �V
�� is clearly a smooth map

into the unit sphere R � � ��
�� called the Gauss map

TS � U R � . Then as noticed

above �XW3Y �[Z R\��2]�-�.� so that the differential

_^a`�b�c.d efbhgji c[kml\n%o b-c.d

maps
b-c.d

to itself. In these terms ii) above becomes

(6.19) prqtsvu'w�xGy o7z3{|{v} u'w�x�~ �_u'w�xB� b-c.dL�
For � o��

this gives another characterization of the curvature:

86



Corollary 6.20
Let � � � be a surface with normal field ��� Then the Gaussian curvature ���

of � at 	 is given by �
��� det ��
 where ��
�������� � ����� is the differential of
the Gauss map.

Proof
Let ������������� be an orthonormal basis for ����� � and let �"!$#&%�� be the matrix for �



with respect to �������'���"�(� that is, by (6.19)!)#&%*�,+-�

��.#/�'�'%102�436575'89�.#/���'%1:��
Then by corollary 6.17 the Gaussian curvature is given by�
��� 5;5'89���"�����.:9575'89�����'����:<3=575'89�����'����: � � !>�7��!$�7�?3=! � �/�� @@@@ !<�7� !<�A�!B�'� !B�;�

@@@@
which is the determinant of ��
 .

Exercise 6.21

a. Let C�8ED>�;FG:H�JI #&% K #&%.D # F % �LD<�7FNM O be a symmetric bilinear form. Let � � OQP �
be the hypersurface

� � RTS D>�VUW C�8XD>�YD$:AZ @@@@ D�M O\[
so that the tangent space at ]^M_� is naturally identified with O given by the first !
coordinates in O�P � � Show that the second fundamental form for � at 0 is II `*�aC��

b. For n=2 describe the 3 different cases �N`�b� cJ] for the Gaussian curvature �N` in

terms of the bilinear form Cd� and draw pictures of the standard forms of � for
each case.

Exercise 6.22
Let � � � be a surface with normal field � and second fundamental form

II. Let e4�
fhgG��iYj�� � be a smooth curve without self-intersection . Also suppose575�kVlYml�npo lYml�n�qsrtvu and w m�xyn{z rtvu for all | in }h~ o��Y�X�
a. Show that there is a smooth vector field � along � tangent to � such that for all|?��} ~ o����\o��7��� �N�E|Y� o lYml�n q t�u and also ���E|Y� and lYml�n are linearly independent.

b. Now define ��� ��}h~ o��Y��� � by ���X� o |Y� t �1�N�E|Y�B���<�{|Y� and show that for some��� u the set ��� ts����t ���-� o |7�¡   �
�=�;¢ � o � � o |���}h~ o��Y�¤£
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is a submanifold of � which touches
�

along � in the sense of exercise 2.12 c).

c. Show that the Gaussian curvature of
���

is identically zero and conclude that
���

is locally isometric to
�

(
���

is called an “osculating developable”).
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Chapter 7 THE GAUSS-BONNET THEOREM

In this section we shall prove the classical Gauss-Bonnet theorem stating that the integral
of the curvature function over a compact surface � is 2 � times the Euler characteristic��� ��� . First a few remarks about integration:

Let � be a Riemannian manifold with Riemannian metric �	�
� ����
�� ��� Then for
a suitable class of “integrable functions” we shall define the integral as follows: For
convenience we assume the functions have compact support.

First suppose that the support of the function � is contained in a neighbourhood
such that ����
�� � 
�������� ��� � ! is a coordinate chart. Let "#�%$'&%( be the matrix
defining the metric in this coordinate chart and let )��+*-,/.0"#�#$1&2(3� Then we define � to be
integrable if 45�76 ��8:9<;>= )+6 � 8:9 is (Lebegues or Riemann) integrable in � � � ! and

(7.1)

?@ � � ?ACB 4 �76 � 8:9 ; � = )D6 � 8:9� ? E �F4HG 9 
0IJIJI/
 G ! ;3K L7MONQPJRJS0SJS0R�N-TVUXWYN P SJSJSZWYN T
Notice that if MH[\R^]\U�R_]�`a[cb [edFf T is another coordinate chart and if gVhi%j'k%l is
the matrix defining i in this chart thenhL�m+n-o0p gVhi%j'k%lqmrn-o/pts\i�u�vvxw j RyvvVw k-z7{m+n-o|p�}�i�~Z�Y��v N �v�w j�� vv N � R �x��v N �vVw k vv N �����m+n-o|p s v N jv�w kX{t� n�o/p s i u vv N � R�vv N � z7{m+n-o|p s�v N jv�w kX{t� Lm+n-o|paM����������\���5�|�
Therefore if ���-�-�����¡ £¢¥¤ we get from the transformation formula for integrals that

(7.2) ¦§:¨�© � ���\ªQ«­¬�® ¯�+��� ª:«�° ¦§:¨±© � �²�tª:«<¬V³³µ´-¶|· ©�¸¹© ���²�tª:«<¬#¬V³³»º �D��� ª:«° ¦¼ ¨½© � �F�\ª:« ¬ º �+�F� ª:«
where one integrand is integrable iff the other one is integrable. Hence the integral in
(7.1) does not depend on the choice of coordinate chart.
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In the general case we cover the support of the function � by coordinate neigh-
bourhoods ������� �	��
 and since we have assumed supp � to be compact we can take the
covering to be finite. Now choose a partition of unity �
� � � �	��
 subordinate to ��� � ���
Then � is defined to be integrable iff ����� � is integrable for all ����� and we define

(7.3)
�
� � ����	��


�
� ����� �

where the right hand side is defined by (7.1) since ����� � has support in � � . This
definition is independent of choice of covering and partition of unity. In fact if �� "!$# ! ��%
is another finite covering of supp � and �'& ! # ! ��% is a subordinate partition of unity then
clearly for �(���*)+�,��� � is integrable iff �,��� � � & ! is integrable for all -.�(/ and�

� �0� � � � !
�
� �0� � & ! �

It thus follows that �1�2� � is integrable 34�(�5� iff �1�6� � & ! is integrable 34���7�8)9-:�./
and by symmetry iff �7� & ! is integrable 3;-<�=/	�

Similarly in this case

� �
�
� �0� � � � �	> !

�
� �;� � & !?� � !

�
� � & !

which shows that (7.3) is well-defined.

Now let us return to a 2-dimensional Riemannian manifold @ and let us define
some nice domains of integration in @ :

Definition 7.4
A polygonal domain ACBD@ is a compact connected subset such that the boundary

consists of finitely many piecewise geodesic curves with no double points.

We shall decompose such a polygonal domain into some particularly simple ones
namely small geodesic triangles defined as follows: Let E BF@ and GIHCJ be as in
theorem 3.8, that is, for K�)LKNMO�PE there is a unique minimal geodesic of length QRG
joining K and K M , and furthermore for all KS�TE:) there is a normal neighbourhood around
K of radius G . Then we will define

Definition 7.5
Let E be as above and UVBWE any subset.

i) U is geodesically convex if whenever K�)LK M �XU also the minimal geodesic arc
connecting KY)LK M is contained in U1�

ii) A subset UZB<E is called a small geodesic triangle with vertices [�\])^["_`)^[ba if

a) U is geodesically convex and contains [�\c)^["_`)^[ba ,
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b) whenever ������� is geodesically convex and contains �	��
���
�
���� then ��������


c) �	��
���
�
���� do not lie on one geodesic line.

We shall show that there are plenty of small geodesic triangles: For this let �	�����
be any point and let ��
�
�������� be chosen in such a way that

� ) the minimal geodesic arc ��� connecting ��
 and ��� is contained in � �! "�	�$#
and is not part of a radial geodesic,

%
) the radial geodesics emanating from �	� and joining a point on ��� are also

contained in � .

p

p

p
1

2

2

Notice that if just &�' and &�( are chosen sufficiently close to &	) then * ) and + ) are
fulfilled if just & )�, & '�, & ( are not on the same geodesic line. In fact take -	.�/1032 a
normal neighbourhood of radius 46587 and let &�' , &�( have distance less than 9: from &	) .
Then ;�<=&�' , &�(?>@5A9' and any point on the minimal geodesic B�) has distance less than(: 4 from & ) hence lies in - .?/$C

Proposition 7.7
Let W and 7EDGF be as above and let &	) , &�' , &�(IHJ2 satisfy (7.6) * ) and + ) and letK 0�2 be the union of geodesic rays from &	) to the minimal geodesic arc B�) joining &�'

and &�( . Then
K

is a small geodesic triangle with vertices &	) , &�' , &�( C Conversely every
small geodesic triangle contained in 2 is the union of the geodesic rays joining one
vertex to its opposite side. Furthermore

K
is a polygonal domain bounded by the 3

minimal geodesics joining the vertices.
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Proof

Let � � � be constructed as in (7.6); then we shall show that � is a small
geodesic triangle with vertices �������
	����
��� .

First notice that � is a polygonal domain bounded by the minimal geodesics
� ��� � 	�� � � joining �
	 and �
� , ��� and �
� , respectively ��� and �
	 . In fact clearly every
geodesic ray emanating from ��� intersects � � precisely once so that the inverse image
of � by the exponential map ��������� is a compact set in � � ��� bounded by two line
segments and a curve.

p

exp−1 (Σ)

1

Next let us show that � is geodesically convex. For this let � and � � be two points
in � and let ! be the minimal geodesic joining them and suppose ! does not stay inside
�#" Then clearly some segment of ! will join two boundary points and otherwise stay
entirely outside � , so we can assume that �%$&� � lie on either '
(�$)'+* or '+, and ! lies
entirely outside � except for the endpoints.

Case 1. �+$&� �.- '
( then ! is clearly part of '
( , which is a contradiction.

p

p

p

q

q

1

2

3

Case 2. /1032
465&/ 78092+: . Then by replacing ;
: by / we can suppose we are in
case 3 below.
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q

q

p

p

p

γ

1

2

3

1

Case 3. ������� , ���	�
���
�
It suffices to show that � stays in the same angular component as ��� . In fact it can

never intersect � � , since in that case either � would be part of � � or � � , or we would
get new intersection points on � � as in case 1.

Now � has only two possible angular components to stay in, and for � � close to � �
and � close to � � it must be the same component as for � � . Hence by continuity the
component must be the same as the one containing � � for all � and � � . This shows that�

is convex. That
�

satisfies b) in definition 7.5 ii) is obvious from the definition.

Now conversely given
�����

a small geodesic triangle with vertices � ��� � ��� � � .
Then clearly by convexity the sides � ��� � ��� � � are also contained in

� � Furthermore
the set

� � consisting of all geodesic rays joining � � to � � is then also contained in�����
and clearly satisfies (7.6). On the other hand we have just shown then that� � is geodesically convex. Hence by 7.5 ii) b)

� ��� � � that is,
� ��� � � This ends

the proof.

Proposition 7.8

Every polygonal domain � �! 
can be triangulated into small geodesic triangles.

That is, there exist finitely many small geodesic triangles
� ���#"�"�"$� �&% � such that

1. � �
%
'
(*) �

� ( �

2. Any two triangles intersect in at most one common vertex or one common side.

Proof

First observe that by proposition 7.7 any interior point � in � has a neighbourhood
which is the interior of a geodesic triangle. In fact choose

� � � a neighbourhood
of � as in 7.5 above, let � � � � � �,+� � be any point, and let � � � � be any point
opposite � � with respect to � . Then for � any geodesic through �-� different from the
line � � �.� and for any choice of � �
� � � on � sufficiently close to �-� and on opposite sides,
the points � ��� � ��� � � will determine a geodesic triangle containing � in the interior.
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P

p                                            q
1

Next for each point � on the boundary we have a neighbourhood as in either of
the figures

qqq

It follows by compactness that we can cover � by finitely many geodesic triangles
such that i) the interiors cover the interior of � , ii) the boundaries cover the boundary
of � .

Now if two triangles ��� and ��� intersect then we subdivide the union ���	�
���
into smaller triangles using all necessary new vertices, in order to get a triangulation.
Adding one triangle at a time we eventually obtain the desired triangulation.

With these preliminaries out of the way we can now prove the Gauss-Bonnet theorem
for a small triangle:

Theorem 7.9 (Gauss)
Let � be a small geodesic triangle with vertices �
������� and opposite sides� ������� respectively. Let � �
��� ����� � be the angles between the geodesics� ��������� � ��� � ��� �"! � � ����� respectively. Let # be the curvature function. Then$

% #'& � �)( � �*( � �,+.-�/

Note 1
Here 0% # & 0132 %54 # where 2 % is the characteristic function for � , that is,

2 % �76 �8&:9 for
6<;= �>� 2 % �76 �8& 2 for

6 = �?/
Note 2
The angle between two geodesics is just the angle between their tangents in the

tangent space at the point of intersection.
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A=p

β

α

γ

B

For the proof of theorem 7.9 we shall consider polar coordinates ��������� with respect
to the point 	�

��� Notice that since � is “small” it lies inside a normal neighbourhood
of 	 and is the union of all geodesic rays joining 	 to the opposite side � .

Recall that the metric is given by����� 
���� ����� 
 ����� 
���� � �!� 
�"
where "#
 �%$%&&(' � &&('*) is a positive function. A priori " is not defined for �+
,� .
However, we have

Lemma 7.10

1. -/./01�2436587 "9�:�;�6���<
=� uniformly in � .

2. -/./01�2>3�5 &�? @& 1 ���;�6����A � uniformly in � .

3. -/./01�2>3�5 &;B ? @& 1 B ���;�6����A � uniformly in � .

Proof

Let CD
E�GFIH*JK�ML �ON �%J!.QPR�ML �TSVUXW*Y � then at ���;�6���6��Z "8���;�6�[� is the length of
the vector

$]\_^X` W );acb d+efhgjilknmKoqp_r�sutwvIx�y]z�{
where now y�|�} g { are the polar coordinates in mX~*z . Now since �]�_��� ~���� v depends
continuously on � k�m[~�z and since � ���X� ~*� ����������� mX~*z � m[~�z we get for given����� that

(7.11) ���
��� �]�_�X� ~ �(� v y:��{ ������� � � ���u 

� � � � ¡ �MknmX~*z¢}� close to ��£
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Now for � �������	��

��������������
������ 
 � ����������

��������� �	��

�!�
so that "" ##�$ "" �%��& Hence we conclude from (7.11) for ' � ##�$)(
(7.12)

*** + ,.- �0/1
324�5� ***7698;: � for � close to < &
Clearly i) follows from (7.12). Next recall from proposition 5.25 that

(7.13)
� � + ,� � � �=��> + ,

and since > is clearly continuous at zero (converging to >@? ) iii) follows.

Now for A �CB A � we get from (7.13)

(7.14)
� + ,
� � - A �!/1
324� � + ,

� � - A �D/E
32�� �
FHGI

FHJ > + , K �0/
hence letting A �ML < it follows for fixed 
 that

N �POQER�S
� + ,� � - �0/1
32

exists and by (7.12) the limit must be 1. Hence by (7.14) we conclude for A � small
and 
 arbitrary

(7.15)
� + ,� � - A ��/E
T2��=UV�

F GI
S > + , K ��/

which clearly converges uniformly to 1 as A �WL < . This proves the lemma.

Next let us investigate
+ ,

along the geodesic X ( For this we parametrize X by
arc length Y and we let Z - Y 2 denote the angle between X and the radial geodesic, i.e.
the angle between the tangent vectors []\[]^ and

## Q at X - Y 2

p

α

σ(s)

dα
ds

θ
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Notice that since a radial geodesic intersects the geodesic � only once the polar
coordinate

�
is increasing in � , so we can express the angle � as a function in

�
along� . Then we have:

Lemma 7.15
Along the geodesic � we have��� ��	��
 � 
 �
����� � � �� � � � �� � � � � �� ���
Proof
Write � 
 ��� in polar coordinates 
 ����� � , that is,� 
 �
������� �"! 
 � 
 ���$#&%�' � 
 �
�)(
*,+ � 
 ���$'�-/. � 
 �
�0(&12� �

Then the equations (3.2) for the geodesic � give with � * 
 �
��� � 
 �
� � � 1 
 ���3� � 
 �
�54
(7.16)

� 1 � *� � 1 +7698;:�< *8;: � � 8� � � � :� � �>=
or by the identities (5.23):

(7.17)
� 1 �� � 1 �@?A �	��B�DC � �� �BE 1

The angle � 
 �
� is determined by

(7.18) #F%"'B� 
 �����HGJI � �� � � ��K�MLLLLONQPSR9TVU � � �� �
since both vectors have unit length. Differentiating this we obtain using (7.17):

(7.19) �W'0-/.X� 
 ���ZY � �� � � � 1 �� � 1 � ?A �B��K� C � �� � E 1 �
but since � is parametrized by arc lengthC � �� � E 1 + C � �� � E 1 � � ?
so that by (7.18)

(7.20) '9-[. 1 � 
 ����� ? �\#F%"' 1 � 
 �
��� ? � C � �� �KE 1 � C � �� �KE 1 � �
Hence we obtain from (7.19)� � �� � Y � � Y � �� � � ?A �	��B� C � �� � E 1
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or

(7.21) � �� ����� �� 	�
	
�� � � �� ����� � � ���� � �� ���
This gives the lemma.

We now prove the theorem:

A

B

C

α

σ(0)

σ( A)

Proof of theorem 7.9
As above let � be parametrized by polar coordinates ������� � at the point !#"%$

and choose the basis &('*)+�,'.-*/1032546�879� such that '*) is the tangent vector of : . Then
for points in � , � varies between 0 and ; $ , and given � , � varies between 0 and�.<=��� � where �>�.<=��� �?��� � are the polar coordinates of the unique point on the geodesic @ .
Now by (7.1) and proposition 5.25 we haveABDC " ; 4A EGF �IHKJMLON�PA E CRQ S F �T" U ; 4A EGF �VHKJWLON�PA E X - Q SX � - F �

" U ; 4A E YZX Q SX � ���.<[�\� �?��� �]U_^.` F � by lemma 7.10

" ; 4A E acbedb fVg�h�i b f by lemma 7.15jlk m g don k mqp]r don\s pj k m g k t r n>u r k v pj k m g k t g k v r u
which was to be proven.

Next we want to extend this theorem to more general polygonal domains. So letwyx{z
be a polygonal domain. The boundary | w by definition consists of finitely

many closed curves, which are broken geodesics. Each of the finitely many non-smooth
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points of the boundary �������������	��
 we call a vertex and to each of these we can attach a
well-defined interior angle � � ���������
� 
 where ��������������������� ���������"!$# The quantities

(7.22) %&�'���)(*���+� (,�-�.%&�/�0�-� ����� �������1�
!
are called the exterior angles.

We shall also need the notion of the Euler characteristic of 243
Definition 7.23
Let 245�6 be a polygonal domain triangulated into finitely many triangles as in

proposition 7.8. Let 7 be the number of vertices, 8 the number of edges, 9 the number
of triangles in this triangulation. Then the Euler characteristic :�;	2=< is

:�;	2=<+�>7?(*8�@A9B#

Note
From Topology it is known that :�;	2=< is a topological invariant, independent of

choice of triangulation. In particular for 2C��6 an oriented 2-manifold

:�;D6E<��F��;G�H(JIK<
where I is the genus of 6 . This in turn is the number of handles, which should
be attached to a 2-sphere in order to obtain a manifold diffeomorphic to 6 (by the
classification of surfaces this is always possible).

Theorem 7.24 (Gauss-Bonnet)
Let 6 be a 2-dimensional Riemannian manifold with curvature function LM# Let2C5?6 be a polygonal domain and let %+�����������N% 
 be the exterior angles at the vertices

of 2 . Then

O
P LQ�?�R�S:T;U2V<'(


W
�YX�� %&�Z#

For the proof we need the following trivial lemma:

Lemma 7.25
Let 2 5 6 be a polygonal domain triangulated into small geodesic triangles[ ����������� [B\ . Then for any integrable function ] on 2

O
P ])�

\W
�^X��

O
_�` ]a#
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Proof
It is easily seen from the definition (7.3) of the integral �� that it is a linear functional

on the vector space of integrable functions. Now the function

(7.26) �������
	 �� 
 ��� �������
is zero outside the boundaries of the triangles � 
 . In a coordinate neighbourhood the
boundaries of triangles are clearly sets of measure zero, so the integral of the function
(7.26) is clearly zero by the definition. Hence�

� ��� �
� � � ����� �� 
 ���

�
� � � ����� �� 
 ���

�
� � ���

Proof of Theorem 7.24
Choose a triangulation of � as in proposition 7.8. Let � �� "!�!�!# �%$ be the small

geodesic triangles in this and & �# �!�!#!# &#' all the vertices. Let & �� �!�!�!" &)(  +*-,/. be all
the vertices on the boundary 0�� . This includes the vertices 1 �# �!�!#!# 1�2 of 03� (i.e. the
non-smooth points), but there may be more. For each �+4  65 �7�  #!�!�!) 98 we name the
3 vertices :;4  9< 4  9= 4 considered as vertices of �+4 . Then by lemma 7.25 and theorem
7.9 we have

(7.27)
�
�?> � $�4 ���

�
�A@B> � $�4 ����CED :F4HG D < 4IG D = 4�JK	ML 8 �

In this sum each vertex & 
  ON � �  �!�!�!" P. may occur several times as a vertex in
different triangles.

For each interior vertex the different angles clearly add up to Q�L whereas for & 
6R 0��
they add up to the interior angle S 
 at & 
 . Hence

(7.28)

$�4 ����C D :

 G D < 4+G D = 4�JT�

(� 
 ��� S

 G C . 	 * JUQ�L

�VQ�L . 	 (� 
 ��� C L�	WS

 J�	 * L

Notice that since the boundary consists of closed curves the number * is also the number
of edges in the boundary for the triangulation of � . Then a simple combinatorial
argument gives

(7.29) X 8 �/QZYV	 * �
In fact counting the 3 vertices of all triangles gives a doubling of a vertex every time
two triangles have a common edge, i.e. at all edges, which are not part of the boundary.
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Since there are ����� of these the formula (7.29) is proved. Inserting (7.29) in (7.28)
gives

(7.30)

���	��

��� ������� � � ��� � ����������� �! #" � � � � � � $� � �


%&�
with %'� �(� �*) � for each + �-,/. �10 ,3242323, �65

Hence (7.27) reduces to

(7.31) 78:9 ������� � ��� " � ��� ��� $� � �

�%&�
�����<; �>= � � $� � �

�%'� 5

Notice that if + � is a smooth point of the boundary then the exterior angle is 0 so (7.31)
is just the required formula in theorem 7.24.

Remark
Notice that it follows from theorem 7.24 that the Euler characteristic ; �?= � is

independent of choice of triangulation for = .

Let us make a number of corollaries.

Corollary 7.32
For @ a compact Riemannian 2-manifold with curvature function 97A 9 �����B; � @ � 5

In particular for @ oriented,

7A 9 �DCE� � 0 ��F �
where F is the genus of @ .

Definition 7.33
A Polygon in @ is a polygonal domain homeomorphic to a disk.

Corollary 7.34
Suppose @ has constant curvature 9 and let =HG @ be a polygon with interior

angles ) 
 ,423242I, )�J at the vertices K 
 ,3242423, K�J'LNM = 5 Let �O�>= ����P8 0 be the area of = . Then

J��Q�

 ) �R� �>S � �T�>� �U�O�?= �<V 9 5
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In particular for � a triangle with vertices ���������	 ��
 	 ��
 	 ��
���
��������������
Proof
Immediate from theorem 7.24 and the fact that for a polygon ������������
! 
Corollary 7.35
Suppose " has curvature function � satisfying � #%$'& then there cannot exist a

polygon with 2 vertices.

α

α

1

2

Proof
In fact if ( was a polygon with 2 vertices with exterior angles )+*-,.)0/ then 1324(6587�9

and so :
;=< 7?>A@CBD2�)+*8EF)�/G53HDI

contradicting < J I .
Exercise 7.36
Let KML'N O P be a smooth map of Q8B dimensional oriented manifolds. SupposeN is compact and P is connected. Then the degree of K is defined byRTS-U 2�K�587 VWYX[Z]\A^`_badcAegfih�j�k

where lnmpo is regular value (i.e. j]qgf is non-singular for all r�m j�sut�h l kgk and egfvh4j6k8wx�y
depending on j8qzf being orientation preserving or reversing.

1. Suppose { and o have Riemannian metrics |[} and |Y~ respectively, and define
for r�m�{ �v�d�

h�j6k�h r k+w
�i���+� | ~3� j]q-�-�z�.�d����'�

where � � t �-�����d�.�d��� and � � � t �-�����-��� �� � are positively oriented orthonormal bases for� f { and
��� _ f c h o k respectively. Show that for any integrable function � on o�

} h ��� j�k
�i�d�

h4j6k8w
�i�-�

h4j6k
�
~ ���
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2. Suppose � � � is a compact oriented submanifold with normal field ��� Show
that the Gauss-map � ��� � 	�
 satisfies

��
�� ���
�
����� �����

������ and   "! at # �%$ �
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Chapter 8 LOCALLY AND GLOBALLY
SYMMETRIC SPACES

We have seen that in some sense a Riemannian manifold is determined locally by its
curvature. In particular manifolds of the same constant curvature are locally isometric.
In this section we shall show that this is even true globally provided the manifolds
are simply connected. This we shall show in the more general context of symmetric
spaces.

Definition 8.1

1. A manifold � with connection � and associated torsion and curvature vector
fields � and � , is called locally affine symmetric if 1) ����� , 2) � is parallel along
geodesics, i.e. if � satisfies:

For every pair of points �
	���
�� let ��������� ������� denote the parallel transport
along a geodesic from � to � . Then

��������	 �"!$#%��&'���(�%���)��	*!+#,&�# -���	*!'	�&�
.�����0/

2. A Riemannian manifold � is called a Riemannian locally symmetric space if �
with the Riemannian connection is locally affine symmetric.

Remark
One can show that if � is parallel along geodesics then � is parallel along any

curve (see Helgason [chapter I §7]).

Exercise 8.2

a. Show that a manifold with affine connection is an affine locally symmetric space
just 1) and 2) above are satisfied locally.

b. Show that a Riemannian manifold of constant sectional curvature is a locally
symmetric space.

The phrase “locally symmetric” is justified by the following:

Proposition 8.3
A manifold � with connection � is locally affine symmetric iff for all points

� 
 � there is a normal neighbourhood 12� such that the map 3�� �412� �
15�7698;:=<?>A@CBEDGF � �)�G#H6JIKBLDMF � �JNO�G# is an affine transformation.
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In particular a Riemannian manifold is Riemannian locally symmetric iff ����� � ���� � is an isometry for all � .
Proof
Clearly the second statement follows from the first and proposition 4.6 since	 ����

��� ������������� � ����� is an isometry.

Let us prove the first statement:� Consider ��� ����� �!����� � �����#" Then clearly for �$�&% and ' parallel a)
and b) of Corollary 4.18 are satisfied. Therefore ��� is an affine transformation.

For ( we shall use the following lemma:

Lemma 8.4
Let � be a manifold with connection ) and let *�� 	 �,+.-/+/
0� � be a smooth curve.

For 132 a smooth vector field along * the covariant derivative along * at 40�$% is given by5 16 4 777 298;: �=<���>?A@ : B� CEDGFIH? 	 1 ? 
��J1K:.L
where

D ? �K�KMON :/P 	 �Q
�� �RM�N ? P 	 �S
 is the parallel transport along * .
Proof
For given �UTV% let WX2�-�%ZY[4\Y]� be a parallel vector field along * such thatW0:^� D FIH? 1 ? " Choose local coordinates

C`_ H -ba.aba.- _3c L around * 	 %�
 and put d�ef� gg.hji as
usual. Then Wk2l�Sm3n$o nqpsr�t
u nwvfx3y�zS{ |=} |

psr�t
u | v for

r�~#�O�
By the mean value theorem

oO� pE��t z o�� p���t����R� o �� r psr���t for some

r������ � v �����
Therefore the �G� th component (with respect to the frame � u nA� ) of ��G�E�G�I�� p x � t � xK�b� is���� o � pE��t � } �

p���t
  z ��¢¡ o � p`�£t � � � o �� r p¤r � t � } �
pE��t
¥^�

Since ¦ is parallel along § we have� o �� r � { n |©¨ �n |
� § n� r o | z � for all

r�~ª� v
where § n zQ« n�¬ § � Therefore, for

��­ � v �� � o � pE��t � } �
p���t �

converges to{ n | ¨ �n |
� § n� r pE��t } |

pE��t�� � } �� r p���t
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which is exactly the expression in local coordinates of � ���� �� ���	� (see proof of lemma
2.8).

We can now finish the proof of proposition 8.3:

To show that 
 is parallel amounts to show that for � a geodesic and ��
���
��
parallel fields along � the vector field ����
�����
������ is also parallel along � . Now if� is any point of � we can assume � ��� �"!#� and we just have to prove

(8.5)
$ �%'& ���� �(�)� �*!,+

Now choose a normal neighbourhood - . around � such that /0.213- .54 -6. is an
affine transformation. By lemma 8.4$ �%'& ���� �(�)� � 78 9;:=<>@? ��A B 7

/DC"EGFIH> �J� > � KL� �NMPO 7
KQ/PC�ERFIHF > �J� F > � KS� �TMVU

� 78 9;:=<>W? �XA 7
/ZY E FIH> � > K E FIHF > �J� F > �J[\


so in order to prove (8.5) it is enough to show that for small /*] ! the parallel
transport E from ^_�`�6��Ka/\� to bc��� �"/d� along � takes � F > to � > (because in that case

E FIH> ��� > �e� E FIH> � E �J� F > �X�f� E FIHF > �"� F > � ). Equivalently we must show

(8.6) 
�� E,g 
 Eih � Ekj � E 
�� g 
 h � j lmg 
 h 
 j�nporqts +
Now since /0. is an affine transformation we have

a) o �J/0.fu�vw
D/0.fu�xy�z�{/0.|u o �}vk
�xy�
b) 
��J/0.fu�vw
D/N.fuXxc�W/0.|u j �*/0.|u�
��}vR
Xxy� j
for all vk
�x~
 j_n�orq's + For ^p��b�� � a) immediately gives o ��K�vk
NK�xc�D��K o ��vk
�xc� ,
hence o �*! . Therefore in order to finish the proof we shall just prove that b) implies
(8.6) above. This obviously follows if we show

(8.7) /N. u ��K E 1 orqts 4 ok�Ns +
For this let � � be a parallel vector field along � � & �a
 & n*� Ka/'
�/0��+ Then since /0. is an
affine transformation, the field /0. u ��� � � is a parallel field along the curve

& 4 � ��K & � ,
or equivalently Ka/0.fu���� F � � is parallel along � � & � , & n*� KQ/'
�/0�"+ But

/0. u � K :=� 1 o . s 4 o . s
so Ka/0.|uT��� F � �

�� ���)� � KQ/0.|u�� � �*� � �� �(�)� +
Hence by uniqueness of parallel transport

Ka/0.fuT�"� F � �z�`� � for all
& n�� KQ/'
�/0�"+
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In particular ����� gives (8.7), which finishes the proof of proposition 8.3.

In order to study global properties of symmetric spaces we introduce the following
notion:

Definition 8.8
A connected and complete Riemannian manifold � is called a Riemannian globally

symmetric space if at each point � there is an isometry ���
	�� � � such that

�
��������� ��������� ������� ��� �!�"� for all �
#%$ �&�('

Exercise 8.9
Show that the unit sphere )+*-, */.+0 and the hyperbolic 1 � space 23*. (example

3.23) are Riemannian globally symmetric spaces.

Example 8.10. Siegel 4 s upper half space
This is a generalization of example 3.20: Let Let � * � � denote the set of complex

16571 � matrices. For 8 # � * � � let 8�9 denote the transpose of 8 and tr 8 is the trace.
Let * ,�� * � � be the set of symmetric matrices 8:��;=<?>�@ where ; and @ are
real and @ is a positive definite matrix. * is clearly an open subset of set ) * � � of
all symmetric matrices, which is naturally identified with A�BCA
DFEHGI ' The tangent space of

* at any point is thus naturally identified with ) * � � and we define the Riemannian
metric at a point 8=�J;K<�>L@ # * by

(8.11) M/N ��OQP�R�� ��S!�7TVU�W&X�Y[Z]\�^_Y`Z]\ a�bdcfe ^ge�a hjilklm n
o

Exercise 8.12

1. Show that (8.11) defines a Riemannian metric in k"o
2. For prqtsLu=h k define vxw k3y k by v]mLz{n�|}u3~� z�u3~� q�pJe z�h k"o

Show that v defines an isometry and observe that v]m�s���n�|}p�q?sLu�o Conclude that
the group of isometries of k acts transitively on k .

3. Show that k is complete. (Hint: this is a direct consequence of ii).)

4. Show that the map �_w k7y k defined by ��m�z{n�|���z Z]\ is an isometry keeping
the point s�� fixed and with ���`| —id at that point.

5. Conclude that k is a Riemannian symmetric space.
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6. Let � � � be the set of matrices � of the form��� ����
	�� 

. . .
 �
	 � �� � ��������������� � � �����

Show that � in the induced metric is isometric to Euclidean ��� space via the
isometry ��� � given by "! ����������� ! �$#&%� ��('*)�+", 


. . .
 '-) +/. ��
7. Let 0 � � be the set of matrices of the form 132 where 14�6587 ':9 ,

9;�<�
.

Show that 0 in the induced metric is isometric to the hyperbolic plane of radius'>= � (see Exercise 5.35).

8. One can show that the submanifolds � and 0 are geodesic, that is, whenever
two points are in the submanifold, the whole geodesic line joining them lies in the
submanifold as well. Given this, show that the sectional curvature of � at the
point

' 2 is not constant provided � �@?3�
Remark
There is the following analogue of proposition 3.21 1) for � , which we shall state

without proof:

The real symplectic group ACBED:FHG�I J is the subgroup of KML:D*FHGNI J consisting of
matrices O satisfying OQPSRTOVUWR
where R is the FXGZY�FHGN[ matrix R\U^]`_ a[ a _cbedfCg D*FHGNI J acts as a group of isometries on h byO�D:ijJkUWDmlMionopqJrDmstiunov8Jxwzy�I{i}| h where O~U ] l ps v b d
Notice that the isometries considered in exercise 8.11 ii) and iii) are of this form.

A Riemannian globally symmetric space is obviously locally symmetric by propo-
sition 8.3. For the other direction we shall prove the following:
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Theorem 8.13
Let � be a connected and complete Riemannian locally symmetric space. If fur-

thermore � is simply connected then � is globally symmetric.

Before proving this theorem let us recall a few facts from the theory of covering
spaces (see e.g. Greenberg-Harper [1]).

Let � be a connected topological space (we do not assume � to be a Hausdorff
space!). A mapping ���

�
� � � is called a covering of � if each point in � has

an open neighbourhood � such that �	��
�� is a union of open sets of
�
� each mapping

homeomorphically onto � under � . Also recall that for a path connected space � , the
fundamental group � 



 ������� 


 ������������������� a base point, is the set of homotopy

classes of loops � �"! #$�&%�'"� � with � 
 #(�)��� 
 %*�)��� �*+ � is called simply connected
or 1-connected if � 



 ���,� % .
The basic theorem about covering spaces is, that for any connected, locally con-

nected and “semi-locally 1–connected” space � , there is a universal covering space
���
�
�-�.� , that is, a covering with

�
� simply connected. Furthermore

�
� is unique in

the following sense: Let � � �/� be a base point and for each covering ���
�
�0�1� let�� � be a point over � � . Given a different universal covering 23�

�4 � � with
�5 � �

�4
lying over � � there is a unique homeomorphism 67�

�
� �

�4
such that 6 
 �� � �8� �5 �

and such that the diagram
�
� 9�

�4
�;: <12

�
commutes. In particular there is a 1–1 correspondence between the points of � �=
 
 �����
and the group of homeomorphisms 6>�

�
� �

�
� covering the identity. This group is

called the group of deck-transformations of � and is, in a natural way, isomorphic to
� 


 ���?� � � + �@�

�
� � � is clearly an open mapping, so we can identify � with the

quotient space � 


 ���?A

�
� + On the other hand suppose B is a group of homeomorphisms

of some simply connected (and locally connected etc. ...) space
�
� such that B acts

properly discontinuously on
�
� , that is, for each �7�

�
� there is a neighbourhood �

of � such that ��C�6 
 �D�E�GF for all 6IH�KJMLN�,6N�OB + Then the quotient space B	A
�
�

has fundamental group isomorphic to B and the projection
�
�.� BPA

�
� is the universal

covering.

Now suppose � is a connected Riemannian manifold and let �Q��R � � be
a covering. Then clearly R can be given a S�T structure such that � is a local
diffeomorphism, and the Riemannian metric pulls back to a Riemannian metric on
R .

Proposition 8.14

a. A curve �U�	! VW�YXZ'P� R is a geodesic iff �\[]� is a geodesic in � ,
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b. � is complete iff � is complete,

c. � is locally symmetric iff � is locally symmetric.

d. If ����� � � is the universal covering then the deck transformations act as
isometrics, and the action is properly discontinuous.

Exercise 8.15
Prove proposition 8.14.

Remark
In particular the universal covering � of a complete Riemannian locally symmetric

space is also a complete Riemannian locally symmetric space, hence by theorem 8.13
a Riemannian globally symmetric space.

On the other hand, suppose we have given a group � of isometries of a connected
Riemannian manifold �	� The action is called free if 
�����
�
��� id, implies that 
 has
no fixed point, and it is called discontinuous if no orbit has an accumulation point.

Proposition 8.16
The action of � on � is properly discontinuous iff it is free and discontinuous.

Proof
If � acts properly discontinuously on � then clearly the action is free. Suppose

it is not discontinuous. Then ��������� and a sequence ��
���� of different elements of� such that 
������ � !"�"� That is, for any open neighbourhood # of !$� we can find 2
different (actually infinitely many) %&
(' � such that 
*)"���+
,
�-.���+�/#0� Hence 1 �
2)2
4365- ��87:9 and 1�;<
�-.���2= � 
�)������># so that 1?#A@B# �� C 
 which contradicts the
proper discontinuity.

Conversely suppose the action is free and discontinuous and let �D�E� be arbitrary.
Then F �G7IHKJ �*L�;M
��N
O�6=QP 
R�D�R
N
S��G7T9 �VUGW
and we consider a normal neighourhood # of � of radius X F$Y[Z . Suppose there is a
\�\� such that #G@	
4#]��^C 
 that is, there is a !+�S# such that 
�!	�S#0� Then

L�;_�N
`
��4=0abL�;_�N
`
�!?=&cBL�;<
�!�
`
��&= � L�;M�N
`
�!?=&cBL�;M!d
O�d=eX F 

hence 
 � id by the definition of

F
, which shows that the action is properly discon-

tinuous.

It is now straightforward to prove the following:
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Proposition 8.17

a. Suppose � is a simply connected Riemannian manifold and � a group of isometries
of � , such that the action is free and discontinuous. Then � ������� is in a natural
way a Riemannian manifold such that the projection ��	
� � � is the universal
covering with � as the group of deck transformations.

b. If � is the universal covering of a Riemannian manifold �
� and � is the group of
deck transformations then ��� is isometric to �������

Exercise 8.18
Prove proposition 8.17. (Warning: Rememberto show that � � ����� is a

Hausdorff space.).

Oncewe haveprovedtheorem8.13we concludefrom propositions8.14 and8.17:

Corollary 8.19
Every connected and complete Riemannian locally symmetric space � is isometric

to a quotient � ������� of a simply connected Riemannian globally symmetric space �
by a group of isometries � acting properly discontinuously on ���

Remark
Thus if one wants to classify all completelocally symmetricspaces,this should

be done in two steps:

I. Find all simply connectedRiemannianglobally symmetricspaces.

II. Given a globally symmetricspacefind all isometrygroupsactingproperlydiscon-
tinuously.

The first problemwascompletelysolvedby Élie Cartan.For detailsseee.g. Helgason
[2] or Wolf [8]. The secondproblemis quite hard and in generalunsolved(seee.g.
Wolf, op.cit.). For spacesof constantcurvaturethis problem is called the “Clif ford-
Klein spaceform” problem.

We now turn to the proof of theorem8.13,which follows from the moregeneral

Theorem 8.20
Let � and � be connected and simply connected complete Riemannian locally

symmetric spaces. Let ����� �����
�������! #"$	&%�'(� �)%*',+-� a linear isometry. Then
there is an isometry ./	0� � � 13254768.:9;'��<" iff

= �?> "!@A�B"DCFEG"IHJ�K" > = > @A�LCFEMH�E N,OQPR��S5ST@A�LCU�VHW�$%*'X���
where

=
and

= � are the curvature tensor fields.
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Furthermore � is uniquely determined and is given by

� �������	��

�������������	����
���

����� ��� �"! �	#�$

Remark 1
Clearly theorem 8.13 follows from theorem 8.20 by taking

# � % &(')�'�*
and

�+� ,.-0/ $

Remark 2
Let 13254 and suppose that

'
and

'�*
has normal neighbourhoods 6 � and 6 � � of

radius 1 (i.e. the exponential mappings are diffeomorphisms onto 6 � and 6 � * ). Then
theorem 8.20 is true for

# � 6 � and
%7� 6 � * by corollary 4.18.

The second remark is essential for the proof of theorem 8.20, which will be divided
into a few lemmas. First a trivial one:

Lemma 8.21
Let

#
and

%
be connected Riemannian manifolds and � &98 : # ; %

two
isometries. Suppose that at some point

'<� #
(*) � 
0'=�>�?8�
@'=� and ��A � �?8 A ��$
Then � � 8 $

Proof
It suffices to show that the set BDC # of points

'
, for which (*) holds, is both open

and closed. By continuity it is clearly closed, and if (*) holds for
'

then by proposition
4.3, � and

8
agree in a normal neighbourhood around

' $
Hence the set B is also open

which proves the lemma.

Now let
#

and
%

be connected Riemannian manifolds and let � be an isometry of
an open neighbourhood 6 of a point

'E� #
onto an open set in

% $
Let
' * � � 
F'=� . We

now want to extend � to all of
#

by extending � along curves. So let G :IH 4 &KJKL ;M#
be a piecewise smooth curve with G 
 4 �N�+' $ We say that � is extendable along G if
there is a family ��O 
QPR�SH 4 &�JTLU� of isometries of open neighbourhoods 6�O of G 
UPV� onto
open sets of

%E&
such that if W P>,3PX* W is sufficiently small then 6�OZY[6\O �R]�_^ and

�`OKaa 6�OZYb6
*O � �`O � aa 6�OIY"6�O

� &
and such that 6>c � 6 & �Rc � � $ 
 �`O & 6\O � is called a continuation of � along G $
If

d8 O &�e O � is another continuation of � along G then, by the argument of lemma 8.20

above the set of
Pf�gH 4 &�JTL for which

�`O 
 G 
QPV�h�>�?8 O 
 G 
QPV�V� and

 �`O � AjilkmOUn �+
�8 O � AXi	kmOUn
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is all of ��������� . Hence for all �
	����������
����� and ��� agree on the connected component of� ������� containing ������� . So if continuations exist they are in some sense unique.

Now let � and  be complete locally symmetric spaces and let � be an isometry
of a normal neighbourhood

�"!
of a point #$	%� onto a normal neighbourhood

�&!(' �# '*) �+�,#-� .
Lemma 8.22
Let �/.0� ���1���02 �3�����
�4� ) # , be a piecewise smooth curve. Then � is extendable

along � . Furthermore there is a real number 5*67� such that for all � we can choose
� �

to be the normal neighbourhood around ������� of radius 598
Proof
Let : ) length ���;� . The sets <>=@?(AB�C=D�E#&�GF3HI:EJLK%� � resp. <>= ' ?>AB�
= ' �E# ' ��F%HI:EJMK N� are compact. Hence by theorem 3.8 these sets can be covered by a finite number

of open sets O (resp. O '
) such that for som PQ63� the normal neighbourhoods

��R
of

radius HIP exist and contain O for all =S	TO (similarly for O '
). Let 5U6%� be smaller

than any of these P . We shall now extend � along � such that
� �V�W�X	Y�����1��� is the

normal neighbourhood of radius 5 and center �Z�[��� .
Let \^] be the supremum of the \L	_� ���1��� such that � is extendable along �`?B� ���a\�� .

Put #�� ) �������b�c�M	d��������� and =e� ) ���b�f#��g�*�h�Mij\^](8 By completeness there is a point=(]/	k such that

���V�,#��l�m2n= ] � for �G2 \ ] 8
Then clearly AB�
= ] �
# ' �XioHI: so we can choose neighbourhoods O and O '

as above
around #�prq and =>] respectively. Now choose \1stiu\^] such that

#��m	NO � =a�m	NO '
A-�v#��m�c#�p q ��i_5M� AB��=e�m��= ] ��i_5

w
for all �x��\^syF$�xiz\ ] 8

By remark 2 following theorem 8.20, �
pg{ has an extension to all of the normal
neighbourhood | of radius 2 } around ~��g� . But if ��� is the normal neighbourhood around~�� of radius }9� then clearly ���y�k| for �1�X�j�*�k�^� and the extension of �
�r� agrees
with ��� on �Z�+���^�t�j�*��� �(� Hence � is extendable along ���f�����b� �b� and if � � �Y���
is extendable along � beyond � � by the same argument. This shows that � �*� � and
ends the proof of the lemma.

Now let �c�����Z� ���1� �Z� � be two piecewise smooth curves such that

���
�D� � �D���4� � ~ and ���W�(� � �4�r�(� �3�
and let ��� and ��� be the continuations of � along � and � respectively.
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Lemma 8.23
If � and � are homotopic then ��� and ��� agree in a neighbourhood of �	�

Proof
That � and � are homotopic means that there is a family 
���
������ ��������� of piecewise

smooth curves with 
���
����! #"$��
%��
&�'�� (�)��
+*, -�.��
 �  (�/� such that the map

��0�&12�43 
���
�15� is continuous. Let �6�7 be a continuation of 8 along 
%� so that

� 7  9� *7 �4� 7  9� �7 �
We shall show that the set of �)�:�;�<����� such that

(*) � � � and �=� agree in a neighbourhood of �	�
is open and closed. By the argument of lemma 8.21, this is clearly closed. So now
suppose (*) holds for �> @? and we shall find ACBD� such that (*) holds for EF�HGI?JE	KLAM�
By lemma 8.22 we can find NOBL� such that we can suppose that �JP7 is defined on the
normal neighbourhood Q 7 of 
RPS
T15� of radius UVN . By uniform continuity we can find
AWBX� such that

Y 
�
 P 
�15�J�6
 � 
�15�&�JK�N for �OZD16Z[� and E ?\GI�<E	KLAM�
For such � the normal neighbourhoods ]!�7 of 
%��
�15� of radius N is contained in Q 7 so

��JP7 �JQ^�7 � is a continuation of � along 
%� . By uniqueness of continuations �JP7 and �6�7
agree in a neighbourhood of 
���
�15� . In particular �6�� and �6�� agree near � .

This proves the lemma.

Proof of theorem 8.20
As above choose normal neighbourhoods ] and ]=_ around " and "<_ and let

� *a` ]b3 ] _ be the isometry with 
�� * �dcfe) g8 according to the remark 2 following
the statement of the theorem. For any point �h�$i choose a piecewise smooth curve
� ` �;�<�����J3 i with ��
f���� [" , ��
&�'�� j� , and let � 7 be the continuation of � along
� . Define

�>
��0�k @�=��
��0�2�
Since i is simply connected this is well-defined by lemma 8.23. Clearly ��El]: -� *
and in general if 
�� 7 �m] 7 � is a continuation of � * along � then ��En]o�> p�=��� It follows
that � is locally an isometry.

Similarly using 8Sq � `+r e�sut 3 r e i we get a map � ` t 3 i extending � q �*
and also � is a local isometry. Now clearly �Dv6� is defined by extending the identity
of ] along curves in i , so by uniqueness �wv!�# yx{zR� Similarly ��v!�- yx|zR� which
ends the proof of the theorem 8.20 and hence also theorem 8.13. Notice that we have
implicitly used the following:
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Exercise 8.24

Let ��������� 	
����
�� � be piecewise smooth curves in a Riemannian manifold and
suppose ����	���������	�� and ����������������� . Show that if � and � are homotopic through
continuous curves then they are homotopic through piecewise smooth curves.

Corollary 8.25

Let � �!�#"%$&�'� be a complete connected Riemannian manifold of constant curvature(*)
Then the universal covering is isometric to

a. The sphere +,�-/.10 2 3/465�798':<;9= �?>�@ ( if
( $A	 .

b. Euclidean space � if
( �B	 .

c. The hyperbolic space CD�-/. 0 E 2GF if
( H 	 )

Proof

Let � 2 denote the above mentioned standard model for a complete manifold of
constant curvature

(6)
Notice that � 2 is simply connected. Also by proposition 8.14

we can assume � simply connected. Now choose any points IKJA� �LI
MNJA� 2
and normal neighbourhoods OQPR�SOTPVU of the same radius. By corollary 5.36 there is an
isometry WX�YOQPZ� OQPVU and in particular the condition of theorem 8.20 is fulfilled for[ �\W^] P ) Hence W extends to an isometry of � to � 2 .

Exercise 8.26

a. Show that lemma 8.22 remains valid even if � is not complete.

b. Now let � be a locally symmetric space and _ a simply connected globally
symmetric space and let `a�%b� � � be the universal covering. Choose basepoints
IKJc� � bIXJ b� with ` bI&�dI and I
MeJf_ and suppose a linear isometry

[ �g P9� � g P U _ satisfies hL� [ji � [lk � [!m�nco!pLq�rls1t�u/v6s for all
rls1tNs�vDwyx�z9{}|

Show
that there is a unique local isometry ~��a�{ ��� with ~ q �� u�n �
� s ~^���z n&o���� ���z |

c. Show that ~ in b) is an isometry iff
{

is complete.

(Note: ~ in b) is called the developing map for
{

in
��u�|

Exercise 8.27

Let
{

be a complete locally symmetric space.

a. Show that if
{

is simply connected then the group of isometries acts transitively
on
{

.
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b. Show that if for some point ����� every linear isometry ���	��
�� 
���
�� satisfies��� ��������������� �!� ��� ���"�#�$� for all ���"� �%���&� 
 �'� then � has constant curvature

Exercise 8.28
For ( a real number and )+*-, let �/.0�0�21. be the standard model for the

)43 dimensional simply connected manifold of constant curvature ( (see corollary 8.25).
Let 5 denote the group of isometries given in the 3 cases by:

a. 5 �76 � )�8:9;� .
b. 5<�>= � )?� , the group of Euclidean motions of 1 � that is, for �@� 1 and A��

6 � )B���DC��E= � )B� is given by C �GF �H�I� 8JA F � F � 1�K
c. 5>�L6 � 9��M)B�$N (see proposition 3.24).

1. Show that in all 3 cases 5 is the full group of isometries of � .OK
2. Show that 5 has a natural topology as a subset of some Euclidean space such that

P ) 5 is a topological group, i.e., the map 5RQS5T
 5 given by
� C��MUV�H
 C�UVWYX

is continuousZ
) The action of 5 on � . is continuous, i.e., the map 5RQ[� 
 � given by� C�� F �\
 C F is continuous.

3. Show that if ]:^L5 is a subgroup acting without fixed points on � . then the
action is discontinuous iff ] is a discrete subset of 5 .

4. Conclude that the complete Riemannian manifolds of constant curvature ( are, up
to isometry, all manifolds � of the form � �!]4_�� . , where ][^`5 is a discrete
subgroup acting without fixed points on �/. . In particular for (<aJb , ]/^26 �dc 8e9;�
is a finite group acting without fixed points on f 1X�g%h . K
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Chapter 9 LIE GROUPS AND LIE ALGEBRAS

For the further study of symmetric spaces we need the basic properties of Lie groups
and Lie algebras.

Definition 9.1
A ��� manifold � with a multiplication ������� � is called a Lie group if

a. � is a group,

b. The map �	�
��� � given by ��
�������� 
������ is a ��� map.

Examples 9.2

a. � ������� is a Lie group.

b. The quotient group � is a Lie group.

c. Let  ��"!#� � be the set of !$��! real matrices and let %'&"��!#� �)(* ���!+� � be the
open subset of non-singular matrices with the usual matrix multiplication. Then
%,&���!#� ��� the general linear group of order ! over � is a Lie group.

c - ) Similarly the general linear groups %,&.�/!+� � over and %,&.�/!+� � over are Lie
groups ( and being the complex numbers and the quarternions respectively).

d) 01�2!3�4(5%,&"�2!#� �6� the subgroup of orthogonal matrices, i.e., matrices 7 satisfying
7�8"759�7:7�8;9�<�� makes a Lie group, the orthogonal group.

d - ) =���!>�?( %,&.�2!+� �@� the subgroup of unitary matrices, i.e. matrices 7 satisfying
7:AB9 7 8 9�7C���D� makes a Lie group, the unitary group.

e) EF&.�2!+� �:(5%,&.�/!+� � or EG&"��!+� �:(5%,&"�2!#� ��� the special linear groups of matrices
7 with det 7H9JI , are Lie groups.

e - ) EK0L�2!3�M9N01��!3�3OPEG&"��!#� �;��EK=B��!>�M9N=���!>�#OPEG&"��!#� � are Lie groups.

Exercise 9.3

Show that examples a) - e - ) are Lie groups.

Definition 9.4
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Two Lie groups � and ��� are called isomorphic if there is an isomorphism��� ��� � � , i.e., a group isomorphism, which is also a diffeomorphism.

Exercise 9.5
Show that there are natural isomorphisms of Lie groups: � 	�

������	������������

Exercise 9.6
Show that if � is a Lie group and if a subgroup ��� � satisfies

1. � lies in the center of �"! that is, #%$'&($�#*)+$-,.�/!0)+#1,.��!
2. � is discrete, that is, every #2,3� has a neighbourhood not meeting �54768#:9�;

Then the quotient group �
��� is in a natural way a Lie group.

Exercise 9.7

a. Show that if �=< and �?> are Lie groups then also ��<A@2�B> is a Lie group.

b. Show that � @ � 	 > � > �

Definition 9.8
Let � be a Lie group. A subgroup C ��� is called a Lie subgroup if C has a

smooth structure, such that i) C is a Lie group and ii) The inclusion D � C E � � is
an immersion of manifolds.

Warning
If a subset F � G of an HI4 dimensional manifold has a smooth structure of

dimension JLKMH , such that the inclusion D � F E � G is an immersion, then F is
not necessarily a submanifold, but what is called an immersed submanifold, i.e., every
point in F has a coordinate neighbourhood �ONP!RQS� in G and a neighbourhood T in F
such that i) UWVYX < �[ZW�\&^]_]_]`&aU%bc�[Zc�\& d for Ze,1Tf! and ii) Q � TM� V @3dg� b is a
coordinate chart on F . We do not know that T can be chosen as NihjF . Furthermore
a subset F �^G may have different differentiable structures such that the inclusions
are submanifolds as the following drawing shows:

Example 9.9
Let kml npo n and qsr�k the image of a line in n with irrational slope. Then

qut is a Lie subgroup, but q is not a submanifold in k . In fact q is dense in k .
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Proposition 9.10
Let � be a Lie group. Let ��� denote the connected component containing the identity� . Then ��� is an open submanifold and is a Lie subgroup.

Proof
��� is closed since components are always closed. ��� is open because every point

of ������� has an open neighbourhood diffeomorphic with an open ball in a Euclidean
space, i.e., a connected open neighbourhood in � . Hence ��� is an open submanifold.��� is also a subgroup: In fact, fix 	
����� ; then 	
������� is connected since ���� 	
�����
is a diffeomorphism. Since 	 ��� 	
� � ��������	 ��� ��� we obtain 	 ��� �����������

Exercise 9.11

a. Let � be a Lie group and � � the identity component. Show that � � is normal in � .

b. For ��� �"!$#&% show that ���'� ()�'!*#+% and �-,.���'/ ,102�
c. For �3�34657!*#98 % find ��� and �:,;���.�
d. For �<�=�'!?>;8�#&% find ��� and �-,;��� .

Notation
For 	@�A� we shall use B

C-D �A�E�F8
B
C !G�H%9�I	1�J C-D �A�E�F8 J C !$�H%9�K�L	M�

Notice that

B
C and

J C are diffeomorphisms of � .

Definition 9.12
A vector field N on � is called left invariant (respectively right invariant) ifB
CPO N"Q��RN C Q (respectively

J CPO N"Q��RN"Q C ) for all 	S8�TU�V�U�
Proposition 9.13
There is a natural 1–1 correspondence between WYXZ� and the set of left invariant

smooth vector fields on � given by: N a left invariant vector field corresponds toNUX[��WYXZ�"�
Proof
Since a left invariant vector field N satisfies N C ��N C X\�

B
CPO !*N"XP%�8 it is clearly

determined by N"X . It suffices to show that every vector N"X6�]WLXZ� extends to a smooth
vector field N on � by

N C �
B
CPO !*N"X^%��
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For this it is enough to show that � thus defined is smooth in a neighbourhood � of� , since for ����� , ��� is a neighbourhood of � and

�
	���
���	������ ����� � �����
Choose a coordinate system ��� � �!� around � � Then it is enough to consider �
"#
 $$&%('

)) " �* 
,+ �.-&-&-.�0/ � Now also let 1324� such that �5� �6�71 implies � �8�9��� We shall show
that �:�<;5= � is smooth in 1 for any >�
?+ �&-&-�-.�0/A@

��B�; =DC � �E� 
F�D� �.� �
" � BD; =�C 
G�
"HB�; =JI � � C 
 K
K ;5L

BD; =JI � � C �
Here ;5= I � � �D� � 
M;5= � �8N � � and since

1POQ14R �
given by � �5� � �TSR ��N � is smooth and since ;5= is smooth also $$&% ' U BD;5=V� �8N � � C is smooth

where ;XWY -&-�- ;5ZY are the coordinates ;[W -&-�- ;5Z used on the second copy of 1 in 1PO\1 .
This ends the proof.

Proposition 9.14

Let � W and � Y be left invariant vector fields on � . Then also the Lie bracket] � W � � Y_^ is left invariant.

This follows from the following more general situation: Let ` @�a b c be a
smooth map between two manifolds. Two vector fields d on e and f on c are calledgih

related if d:jDk�l gnmio fpjDk m l g
for all krqtsvuwj c m0x

Lemma 9.15

Let
gAy e b c as above and let dpz&{|d�} be vector fields on eG{~f[z&{~f�} vector fields

on c . Suppose d�� and f5� are
gih

related, � o � {0� x Then also � dpz�{0d�}_� and � fXz�{~f�}(�
are

gih
related.

Proof���
� d�z�{0d�}~��jDk�l gnm�o dpz�j<d�}�j�k�l g�m|m�h d�}�j�dpz�jDk�l gnm|m

o d z j�f } j�k m l gnm�h d } j�f z j�k m l g�m
o f[z�j�fJ}�j�k m m l g:h f�}�j�fXz&j�k m m l g
o � fXz�{~f�}(�Dj�k m l gix

Proof of proposition 9.14.
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Take ����� ��� and ���
	���
 A vector field � on � is left invariant iff ���������
��������	���� �!�����"�#�$	%� �&�'�)(+*,�-�.�/�

i.e. iff � is 	%��0 related to itself. Therefore if �21 and ��3 are left invariant vector fields,�&4 is 	���0 related to itself, 56�87��/9 , and so by the lemma also : �21;�<��3>= is 	%�?0 related
to itself, i.e. left invariant.

Definition 9.16
The Lie algebra of � is the vector space @A�B�C����DFEG� with the Lie product

@��B�.�IH�@A�-�.��J @��B�.�
given as follows: For �K�/LM�!@A�B�C� let N� and NL be the corresponding left invariant
vector fields. Then : �O�/L+= is the unique vector in DPEG� such that the corresponding left

invariant vector field is Q N�R� NLTSU
 That is, : �O�/L+=WVX� Q N�Y� NLTSU

Definition 9.17
A Lie algebra (over ) is a finite dimensional real vector space with a bilinear

operation :Z0[�\0]=_^ H J
satisfying

1. : �K�`�K=��ba �c� � �
2. (Jacobi identity):d: �K�/Le=-�Gfg=ihj:d:kLl�Gfm=B�<�O=nhj:o:kf]�<�c=-�<LT=%�pa ���O�/Ll�Gfq� 


Proposition 9.18
For � a Lie group, @ (G) is a Lie algebra as in definition 9.17

Proof
This is immediate from proposition 1.20.

Notation
We shall often use the notation �r@A�-�.�<

Let us now determine @��-�.� in the examples above. First notice that if sut v

is an open set and if we identify a vector field � on s with a function � ^#swJ v
(cf. remark following definition 1.15), then given two smooth vector fields � and L
the Lie bracket is given by

(9.19) : �O�/L+=P��xCyz�-L��{0�xC|m�B�}�
where x y{~ denotes the directional derivative, that is, the differential evaluated at ��� .
(9.19) follows by direct calculation and is just the fact that the torsion D in Euclidean
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space is zero (exercise 2.22).

Examples 9.20

a. Consider � � � �����	� and let us calculate the Lie Bracket in the Lie algebra
�� ���
��� ��� For ��� � ������������������� so ���! "�$#&%(' Hence a left invariant
vector field is just a constant function ) � �+* ��' Hence by (9.19), )-��.0/1�3254
�6.5�8792":��;)��<�>=?'
That is, @A���"�B� � with

, )C��.�/D� = EF)-��.G' This Lie algebra is called
commutative.

b. Consider �H�>IKJ6��LM� �ON3PQ�6LR� �S'T� is an open set in PQ�6LM� �GU �WV � so we shall
identify the tangent space of � at every point with PQ��LR� ��' In particular @A���"�R�
�X �H�YPQ�6LM� � and )Z�FP[��LR� � corresponds to the left invariant vector field\)^]F�`_0)-'
(Note that �G]a��)��+�b_�) so �G]  ) � _�)C' ) Given )C�S. �cP[��LR� � we must
compute by (9.19) d \)e� \.0f0�>2Hg4-h \.jik7l29g:5h \)mi<'
Here the differential of

\. is given byn \.[� n ��_0.5�R�Q� n _j�8op. � for . fixed �
so 2Yg4<qar<stju-v sw^xzy!t{v`|`y}w~ypt
Similarly �9��p� r0swzuCv>|>yptYy}wm�
Hence � sw�� st0� x v>|`y}w~yptY�l|`ypt�y!w�v`|5��wzt��9t	w��v[��wmt��9t	w����x �
It follows that the Lie bracket is just given by

(9.21) � wC�St	��v>wzt��9t0w
using the usual matrix multiplication.
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Notation���������	� 
 ����
 � � ��
�� �	� 
 � with the Lie product (9.21).

Next let us notice the functorial properties of

�
:

Definition 9.22
A homomorphism of Lie groups is a smooth map ��������� of the Lie groups �

and � , such that � is a group homomorphism.

Proposition 9.23

a. A homomorphism of Lie groups ������� � induces a Lie algebra homomorphism����� ��� � � � ��� � � given by the differential of � at  "! That is,

�#��$ %'&(%*),+ 
 $-�#�.%'& 
 ���,%*).+ /0%'& 
 %1)�2 ��� � � !
b. In particular if �435� is a Lie subgroup then

��� � � 3 ��� � � is a Lie subalgebra,
i.e., if %'& 
 %*)'2 ��� � � then also $ %6& 
 %*).+�2 ��� � � !
Proof%72 ��� � � and 8 
 �#�,%92 ��� � � and let :% 
 respectively :8 
 be the corresponding

left invariant vector fields on � , respectively � . Then :% and :8 are �<; related, in fact
for =>2>?A@ � � � and BC2D�

:%�E � =*F�� �G
 ��H EI�I% � � =*FJ� �K
 ��� �	H EL�,% � � = �
NM HPORQ ELST� �#�.%�U � = �V
 :8 ORQ ELS � = �
where we have used that ���WF H EI� 
 H O�Q ELS FX�#� since �'F H E 
 H ORQ ELS FY�<!

Now let %6& 
 %*)Z2 ��� � � and 8[& 
 ���,%'& 
 8�) 
 �#�.%*) 
 and let :%�\ 
 :8]\ be the
corresponding left invariant vector fields. Then since :%�\ and :8]\ are �^; related it
follows from lemma 9.15 that _^:%6& 
 :%*).` and _a:8[& 
 :8�).` are �<; related. In particular for=b2b?A@ � � � ����$ %'& 
 %*)c+ � = �V
 $ %'& 
 %*)c+ � =dFJ� �G
 $-8e& 
 8#)c+ � = �
 $-�#�.%'& 
 ���,%*)c+ � = �
so indeed

����$ %'& 
 %*)c+ 
 $-�#�I%'& 
 �#�.%*),+f!
b) is immediate from a).

The basic theorem about the interplay between Lie groups and Lie algebras is the
following:
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Theorem 9.24

Let � be a Lie group, ���������
	���
������ � be a subalgebra. Then there is a
unique connected Lie subgroup � ��� such that ��������� �

For the proof we need the Frobenius theorem about integrable distributions:

In general let � be a manifold of dimension � . A distribution � of dimension �
on � is a collection of � � dimensional subspaces �"!#�%$&!'�)( one for each *,+-�.�
Furthermore � is assumed to be smooth in the following sense: Locally we can find
smooth vector fields /102(4343534(6/87 such that /902�:*��;(5353434(6/87<�=* � span ��! for each * in a
neighbourhood.

The distribution is called integrable if whenever / and > are smooth vector fields
belonging to � (i.e. takes values in �?� then also @ /A(;>CB belongs to � . The following
is straightforward:

Lemma 9.25

a) � is integrable iff � is locally integrable, i.e., iff every point has a neighbourhoodD
such that �FE D is integrable.

b) � is locally integrable iff every point has a neighbourhood
D

with smooth vector
fields /904(5353434(6/ 7 satisfying

1. /105�=* �6(535353G(6/ 7 �=* � span ��!?H5IKJL	��M�&*N+ D

2. there are smooth function O;PQSR +UTCVW� D ��(�XY(6Z[(]\?��^'(534353G(;� ( such that

@ / Q (6/ R B �
7_

P]` 0
O PQaR / P �

The notion of integrability is relevant for finding integral manifolds for � . By
this we mean a connected ��� dimensional immersed submanifold b �%� (that is, b
has a differentiable structure such that the inclusion Z"cdb e f g is an immersion cf.
the remarks following 9.8 above) such that h&i�j kml"i for all npoqj�r We state the
following theorem without proof (see e.g. Spivak [6 Vol. I chap. 6] or Warner [7
§§ 1.60 – 1.64]):

Theorem 9.26 (Frobenius)

Let l be a s t dimensional distribution in g and suppose l is integrable.

Then there is a unique foliation u of g with all leaves as integral manifolds for l .
That is, g k vwyx<z u w a disjoint union of leaves u w , each of which is a maximal integral

manifold for l . Furthermore the leaves u w are unique. Also, there are coordinate
charts {}|�~���� for g such that

�Y{}|���kq{�t��G~;�������5�5����{�t���~������ �?~ �
����~
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and such that each ������� is a union of sets of the form���
	 �
��� �������������� ��� 	�� �����! #"#"#"$ %�'&�� ��� 	�� &)(
with ��*  ,+ 	.-0/21  #"#"#"$ %34 satisfying �� ��*!��6587!9

Remark
Notice that we obtain coordinate charts for �:� of the form ;<���  ; � �  !"#"#"! <� �>= �� ��� =  

where � �  <? � is a coordinate chart for @ as above and ���BA2�C�D�E� one of the sets
defined there. This determines the differential structure of �:� uniquely.

Proof of theorem 9.24
Let F be the distribution in G given by FH�I	 JK�$L A MN�>G 9 Clearly ifO �  #"#"!"! O � span and PO �  #"#"#"$ PO � are the corresponding left invariant vector fields

then PO � �  #"!"#"! PO � � span FEQ 9 Hence F is smooth and it is also integrable by lemma
9.25 since R O *  OHS�TNU VWXZY�[]\ X^`_ba X
for some constants \ X^`_dc so that alsoegfa ^ c fa _�h U VWXZY�[ \ X^i_ fa Xkj

Now let l be the corresponding foliation and let m be the leaf of l through n j
For any oqpsr we clearly havetvu6wyx{z$|H} U u~w z uK} z U |�w }
so by the uniqueness of the foliation it follows that

u~w
permutes the leaves of l . In

particular for o�p�m c u w<�>� m is a leaf containing o#� [ o U n c hence

u w��>� m U m j It
follows that m is a subgroup. It remains to show that the multiplication in m is ��� .

For this first notice that

u~w�� m�� m c for o�p�m c is smooth. Also choose a chart
t{� c<� x around n in r as in theorem 9.26 with � t n x U�� and let ��� � be chosen such
that � � [ o�p �

for all � c o�p2� j Put��� U���� p ����Z� V�� [ t � x U2�#�#��U �N� t � x U ��¡ c � � U ���£¢¥¤~¦
so that

¤'§�¨ª©�§
are neighbourhoods of « in ¬ ¦ If we choose

©
and

¤
such that ­6® ©
¯

and ­°® ¤±¯ are ²�³ balls in ´ then ­°® ©�§>¯ are µ¶³ balls in ·D¸º¹ so in particular they
are connected. Now given »�¼ ¤½§ we have ¾K¿ÁÀÁÂ ¤'§�Ãª©ÅÄ ¬ and ¾K¿�À>Â ¤'§ contains «:Æ»ÈÇ)É,» so that ¾ ¿ À>Â ¤'§�Ãs©�§>¦

That is, if »'ÊyË�¼ ¤½§ then »]Ç)ÉyË�¼ ©Ì§ . Since ® ©Ì§ Ê°­ÎÍ ©Ì§�¯ is
a chart for ¬ it follows that the map ®Ï»'ÊyË ¯�Ð » Ç)É Ë is smooth in

¤½§ ¸ ¤'§�¦ Hence the
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theorem follows from the following:

Lemma 9.27
Let � be a group with a ��� structure such that left translation is ��� and � is

connected. Suppose � is a neighbourhood of � such that the map ���	��
�� given by��
������ 
 
������
is smooth. Then � is a Lie group.

Exercise 9.28

a. Prove lemma 9.27.

b. Prove the uniqueness of � in theorem 9.24.

Theorem 9.29
Let � and � be Lie groups with Lie algebras and respectively. Let ��� 


be a Lie algebra homomorphism. Then there is a neighbourhood � of ����� and a ���
map  !�"�#
 � such that

1.  �$
%�&��'  ��
(�  ����� )*
���� �+�-,/.1012 
%� �+� �
2.  4365 ' �87

Moreover if  �:9 ���;
 � are Lie group homomorphisms with  <365 '=9 365>� 

then  @?BA�C '�9 ?BA�C where ��D is the connected component containing �E7

Proof
First notice that the Lie group �F�G� has Lie algebra H ' � with Lie product

I J � H JLK��NM � H M4KPO<'QIBJ � �NM � O H I JRKS��M4KPO 7
Let T H be the set

'VUWJ HX� �YJZ�\[[ J � ]
and notice that is a subalgebra: Indeed, if

J^��M � then

I J H_� J`�aM HX� M�O4'bI J^��M�O H I � Jc� � M�O<'bI J^�dM�O HX� I J^��M�O 7
Hence by theorem 9.24 there is a unique connected Lie subgroup ecT\�f�>� with

Lie algebra 7 Let gih�j4kblZm�n k be the projection. Then clearly

oFprq hEs t!jWuvnwk
is a Lie group homomorphism and clearly o@x j n is given by

(9.30) oyxEzY{}|_~�{Z�@pf{ ��{`� �
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Hence ����� ���	� 
 ���	�
is an isomorphism so there is an open neighbourhood � of
����	����� �

such that ����� 
 �����
is a diffeomorphism onto the open neighbourhood�

of
��� �

. Now let ��� � �"!$#%
 #
be the projection onto

#
and put&(' ���*)��,+.-/� �0
1#32

Then since � is a homomorphism clearly& 
54768� '9& 
:4;� & 
:6<�
for
4=�>6?� �

with
476?� �@2

Also
& � � ' ���A� � )?� +.-� � so by (9.30)& � � 
CBD� ' ���A� � 
EBGF�H*BD� ' H*BI�KJLBI� 2

This proves the first part.

As for the second part, let
& �AM � ��
1#

with
& � � ' M � � ' H � 


and suppose�
is connected. Let N

O � �P
1�Q!R# N
O 
EST� ' 
ESU� & 
VS=�W�N

X � �Y
1�Z![# N
X 
EST� ' 
ESU�\M]
5ST�^�

Then clearly

N
O and

N
X are immersions andN

O � 
5BD� ' 
EB_�	H*BD� '
N
X � 
5BD� 2

Hence

N
O '

N
X by theorem 9.24 and so

&`' M
.

Corollary 9.31
If
�

and
#

are Lie groups with isomorphic Lie algebras, then they are locally
isomorphic. I.e., there are neighbourhoods

�%�a� � � �a#
and a diffeomorphism& � � 
 � with & 
E476b� 'c& 
E4;� & 
:6<� J�4U�\6?� �"dKegfCh 476i� �@2

Proof
Obvious from theorem 9.29.

As another application of theorem 9.29 one can show (for a proof see Spivak [6
chap. 10 problem 8] or Warner [7 theorem 3.27]):

Theorem 9.32

a. Let
�

be a connected and simply connected Lie group and let
#

be another Lie
group. Suppose

H �7j 
 � � 
 j 
 # � is a Lie algebra homomorphism, then there is a
unique Lie group homomorphism

& � �G
 #
with

& � ' H 2

b. In particular if
�

and
#

are simply connected Lie groups and j 
 � � and j 
 # � are
isomorphic, then

�
and

#
are isomorphic.
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With this the following proposition is straightforward.

Proposition 9.33

a. The universal covering � of a connected Lie group � is in a canonical way a Lie
group.

b. Two connected Lie groups � and � have isomorphic Lie algebras iff the universal
covering groups

�� and
�� are isomorphic.

Exercise 9.34

Prove proposition 9.33.

We shall prove theorem 9.32 in the following special case:

Corollary 9.35

Let � be a Lie group and � �����	��

� Then there is a unique Lie group homomor-
phism ��� � �������
�����������! #"%$'&&
( )+* �+�

Proof

Let us identify ��� 
 with and let ,-� � �.�/��
 be given by ,��102
 * 03�4� Then
by theorem 9.29 there is a real number 57698 and a differentiable map �:�%�<;.5>=?5?
@�A�
with

1. �3�CBEDGFH
 * �3�CBI
J�3�	FH
 whenever KLB�KM=�K FNK3=OKPBQDGFNKSRT5�=
2. &�U&
( VV (�W " * �  <" $ &&
( ) * �4�

In order to extend � to we write every FX� in the form

F *�YQZ 5['\ D^]�= Y � =_K ]�K`R 5[ =
and we define

�3�	FH
 *ba �3�15Hc [ 
Jdfeg�3�/]h
 if
Yji 8�3�<;.5Hc [ 
<kldmen�o�	]`
 if
Y Rp8q�

The uniqueness of � is contained in theorem 9.29.

Notation

The homomorphism � above is called a one-parameter group with infinitesimal
generator � . We also define

(9.36) r?s%tu�v�w
 * �3�<xI
H�
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Clearly ���������
	���
���������� for all ��� � The map

	���
�������� �"!#�
is called the exponential map for � .

Proposition 9.37

For � a Lie group there is a left invariant connection $ on � (that is, %'&(��*),+-�.� ) such that the geodesics through / are precisely the one-parameter groups.
In particular $ is complete.

Proof

Let �102�4353536�7�98 be a basis for ���:�;� and let <�106�5353534�=<�;8 be the corresponding
moving frame on � of left invariant vector fields. Let $ be the connection given by

the equation (4.11) with >@? ACBD�FEG� that is, HIKJ <L M �NE for <�O�P<L any left invariant
vector fields. $ is obviously left invariant. Let us show that a one-parameter group�Q� ! � is a geodesic: Let �R�S�UT7V�WUXX�Y[Z and let <� be the associated left invariant
vector field. Since ���:\^]G�_���`�a�b\c�"de������� we getf �f � ��\g�*�ihkj�lnm�o f �f � ��Ee�*�ph"j�lnm�o:�q� <�rj�lsm�o
so clearly t

f � f �f �vuuuu m
� HI*w_xzy|{~},��.�������

which shows that ������� � �9� �
is a geodesic.

Remark

If � is compact there is a left and right invariant Riemannian metric (that is, �*�
and ��� are isometries for all �-�.� , see theorem 9.50 below). One can then show that
the one-parameter groups are geodesics with respect to the corresponding Riemannian
connection. But for � non-compact one cannot in general find a Riemannian metric
with this property. In fact for � � ��� ��� � � the exponential map is not surjective
in contrast to Hopf-Rinow � s theorem for a Riemannian connection (theorem 3.17), cf.
exercise 9.39 below.

Example 9.38

Consider � ����� �:� � � � � ��� � � ��� � � � the set of �v�O� matrices. The
exponential map is in this case given by

����  ��¡¢� �p£�¤ ¡ ¥�¦ ¤ ¡�§� ¦ ¤©¨5¨5¨ª¤ ¡¬«� ¦ ¤i¨5¨5¨­� ¡®� ��� � � �
131



where this series is absolutely convergent in the operator norm. To see that this is the
exponential map consider for fixed ��������	� ��

����� � ��� � ���� � � � ��������� ���� � � � �������! �#"  
which is an absolutely convergent power series in

�
. Hence$$ � �
�%�&�	� ��

� � ��� � �� � � � � ��������� ���� � � � �('*) ���+������ �
���&�,� �-


so . �,� 
/� �
�%�&�	� ��
 is the unique solution to the linear differential equation$$ � . �,� 
0���1. �,� 
/ . �	2 
����43
Now given 5 " $$ � . �,� �657

����. �,� �859
/ . �:2 �65;
��<. � 57

and also $$ � � . �	� 
>=?. � 57
@
�� A $$ � . �	� 
CBD=?. � 57

�1�E. �,� 
F. � 57
G . �H2 
F. � 57
���. � 57
G3
Hence by uniqueness of the solutions we obtain. �,� �859
���. �	� 
I. � 59

so that indeed .KJ L M1N � �  
 is a one-parameter group.

Exercise 9.39
Let O N � �  
��QP�RS� A4T UV $ BXWWWWZY\[^] R_�

T $�` U V � �\a
a. Show that the Lie algebra is� �  
�� P0b � A T UV ` T B WWWW

T  U  V " a
b. Show that

�
�%� J � �  
�L O N � �  
 is given by

���%� b �
cddddde dddddf
gih+j�kml�n ` Y\[o] bEp ���rqtsvu^w?x '#y^z:{�|} ~����i�+� ��� if ���+� ���D������ ��� if ���^� �K��������+����� �\�^� ��� � � �t��� } �^�:���} �o�:��� ��� if ���^� ���D���
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c. Let us consider 1-parameter groups the same if they have proprotional infinitesimal
generators.
Show that ��� �� �����	��
 �
���� 

lies in exactly one 1-parameter subgroup if

����� 

in infinitely many if

� �����
and in no 1-parameter subgroup if

�����
,

�������� .
Let us list a few properties of the exponential map:

Proposition 9.40

a. ���! 
"$#&%('*),+ ' is smooth and maps a neigbourhood of

�
diffeomorphically onto

a neighbourhood of -/.
b. If 01"�23+ ' is a homomorphism of Lie groups then �4�5 �67098 � 0:6;���< 
 i.e.,

the diagram below commutes

#=%(2>) ?A@+ #=%B'C)D ���5 D ���5 
2 ?+ 'E.

c. In particular for 2 FG' a Lie subgroup

�4�5 	HJII #=%B2>) � ���5 	K�"L#&%(2>)M+32N.
Proof
a) follows from theorem 3.8, theorem C.1 in appendix C and proposition 9.37.

b) if OP" +32 is a 1-parameter group with OQ8SR!T9UUWV�X �JY 
 then clearly 0�6ZO[" +\'
is a 1-parameter group with infinitesimal generator

%(076]O�) 8SR
�_^^a` � � 0 8cb 6

�
O 8SR
�d^^/` �=� � 0 8 Y 


so �4�5 e%(0�8 Y ) � 0N6fOg% � ) � 0g%h�4�5 Y ) 

c) clearly follows from b).

Remark
It follows in particular that the differentiable structure on a Lie subgroup 2 F�'

is uniquely determined by the requirement that

�4�5 H "L#&%(2>)M+32
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is a diffeomorphism in a neighbourhood of ���
Exercise 9.41
For � a Lie group let � be the left invariant connection given by ����
	��
����

������� ���� �
 any left invariant vector fields (cf. proposition 9.37).

a. Show that the torsion tensor field � is left invariant and is given by � 	 ����

����
� ����
! "�#����
%$'& 	 � � . Show also that the curvature tensor field is zero.

b. Show that if � is connected then a vector field is left invariant iff it is parallel along
all 1-parameter groups and their left cosets.

c. For � and ( two connected Lie groups and )+*,�.- ( a diffeomorphism with
) 	0/ �1� / � show that ) is an affine transformation iff it is a Lie group isomorphism.
(Hint: First observe that if ) is an affine transformation then it preserves left
invariance of vector fields.)

As an application of the exponential map we shall study homogeneous spaces. Let
� be a Lie group and (324� a closed Lie subgroup (in particular ( is an embedded
submanifold). Consider the set �!56( of cosets 78( with the quotient topology.

Exercise 9.42
Show that �95:( is a Hausdorff space and the map �<;=�!56(>- �95:( defined by	 7 � 76?@( � - 7�7A?B( is continuous.

Theorem 9.43
For � a Lie group and ( 2C� a closed Lie subgroup, the quotient space �95:(

is in a natural way a smooth manifold and the map �D;E�!56( - �956( defined by	 7 � 7A?B( � - 7�7A?F( is GIHJ�
Proof
Let K be the Lie algebras of � and ( respectively and let 2 be a

complementary subspace, i.e.
� L � Let MN*O� - �95:( be the canonical

projection. Since the map P%* - � defined by

P 	"Q �SRO�T�VUXWZY 	"Q �\[]U^WZY 	 R��_� Q $ �_R`$ �
has differential equal to the identity at / , we can find neighbourhoods a 2 � a 2

of � in and
�

such that

PV*�a ;'a -b�
is a diffeomorphism onto an open neighbourhood of / in � . In particular

U^WZY a 2V(
is an open subset, so we can choose c a neighbourhood of / in � such that

cedf( �eUXWZY a �
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By continuity we can find a compact neighbourhood ����� of � such that���	��

����������������
������������ � ���"!#�$�%�&� �('
Claim. )+* �,��� �.- /1032 is a homeomorphism. (The set �,��� �4�5/ is called

a local cross section).

Clearly ����� *&��- ����� �6�7/ is continuous and one-to-one, hence a homeomor-
phism, so we shall just see that ) is one-to-one on �,�	� �6* Suppose

) �,��� 
 � ����8 ) ����� 
 � �%�9� ! � � !#� �%� � �('
Then there exists : � 2 such that

: 8 ����� 
 ��� ��� ������� 
 � �%��� ���;!
hence : 8 �,�	�=<>!?<>� � ' It follows that�,��� 
 � � � �,���A@�<�B 8 ����� 
 � �%� � '
But since C is one-to-one, < 8 � and � � 8 � �%� ' This proves the claim above.

Now put D 8 )FE ����� *?�G- /1032�' Then we shall use ( DH� ! DJILK ) as a coordinate
chart around 2 � /A0M2 , and in general

D ILK EHNPORQTS�*VUWD @ � B - �
shall be a coordinate chart around UX2 � /A0M2�' It is now straightforward to check that
this gives a smooth structure on /1032 and that the map /6YZ/1032[- /A0M2 given by@ U ! U � 2 B - UXU � 2 is smooth.

Remark
Notice that the above map /\Y]/A032 - /A0M2 is a left action of / on /A032 , so

that / acts smoothly on /A032 .

Examples 9.44

a. In ^`_ @bac! B consider for given d7e a the subgroup f @ d !#ag� d B �h^i_ @"aP! B of
matrices of the form

U 8kjml no prqts
where l is the u$vZu identity matrix, nxwzy|{ u~}#����u�� an arbitrary u$v { ����u�� -
matrix, and

pMq w��i��{ �g��u~} �
� Then �i��{ �P} ��� n�{ u~}#�g��u�� is in a natural way
diffeomorphic to the open set ����� ��� yG{ �P},um�=� ��� � of u linearly independent
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column-vctors in ��� and the left action of
�����	� � 
 corresponds to the natural

left matrix multiplication on such columns. In particular
�����	� � 
���
 ��� � ����� 
��� ���������

b. Let � ��� � ��� � 
"! �#���$� � 
 be the subgroup of matrices%'&)( %+* 
� %�,.-
where %�*0/ �#����� � 
'� %1,2/ �����	��� � � 
3�4
 /65 ��� � ��� � 
 � Then by theorem
9.43 we get a manifold structure on 798 � �:
 & ���;�$� � 
��<� ��� � ��� � 
 � Notice that� �	� � ��� � 
 & 
 �;� � �=�>� 
@? �����;� � 
 and hence by a) we have a bijection798 � � 
BA6C �+D 81� �#����� � 

where on the right we have used the usual right matrix multiplication of������� � 
 on C �+D 8 ! 5 ��� � � 
 � Now the set C �+D 8 � ���;��� � 
 is in a natural way iden-
tified with the set of

�
-dimensional linear subspaces of � � Therefore the manifold7 8 � �:
 is usually identified with this set and is called the Grassmann manifold

of
�
-planes in � � For

� & � ��7 * � �E
 & � � �E
 is called the
�F�G�

-dimensional
(real) projective space.

Exercise 9.45

a. Let
�9HJIK�L�2�M� 
N! I �	� 
 be the subgroup of orthogonal matrices of the form%4& (�O �� %1,P- � %1,�/ I'�	��� � 
 �

Show that
IQ�$� 
�� �MHRI'�	�2�M� 
 is diffeomorphic to the submanifold S �+D 8 !5 ��� � � 
 & �+T 8 of matrices U satisfyingUWV	U & O

that is, the set of
�

orthonormal vectors in � � S �+D 8 is called the Stiefel manifold
of orthogonal k-frames in � � So in particularI'�	� 
X� ��HJI'�$�2�Y� 
Z�[S �+D *\&^] ��_ * �

b. Show that 7 8 � � 
`� I'�$� 
�� I'��� 
 HJIQ�$��� � 
BA6S �+D 8 � I'��� 

where

I'�;� 
 HaI'�	��� � 
b! I'�$� 
 is the subgroup of matrices of the form%4& ( %+* �� %<,P- � %�*c/ I'��� 
d� %1,�/ I'�	ef�M� 
 �
In particular � � �E
 is identified with ] �+_ * � I'��� 
 where

I'��� 
 &��� � �9��� acts by g ��h3� 
 & h g �
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We end this chapter with a few remarks on the adjoint representation of a Lie
group � with Lie algebra ���������
	

Definition 9.46
For �
��� define ����������� � to be the differential at � of the inner automorphism� �� � � ������	
Proposition 9.47

a. ��������� is invertible and

��� �!�"� #�$%� �
is a Lie group homomorphism.

b. The differential of Ad is given by

& �'� �)(�*���� �
where & ����+,�
��-.�/�)0 +213-54617+ 1
-8� 	

c. ������9;:�<5�=+,�>�/�?(@:A<B� & ��+,��1C+ � 1 where (D:A<E�F(G*��B� �5� #H$�� � is given in
example 9.38.

d. 9;:A<I������������+,���J��9K:A<L�=+,�M������16N
+ � 1O�P�Q�.	
Proof
a) For �R�S� let T�U��D�V� � be given by

TAUW� � �@�X� � � ��� 1 � �Y�.1
so that

�����=�Z�D�[��TAU\�M]_^`� � 	
Clearly TAUaT Uabdc �eT ^ �gfh�I1 so �������������ji%�����;kl�gfh��	 Similarly

���ji%�W�nmhk6�S����������op���ji%�qmrk51 �s13�qmt�F�.	
Also the map uv�B�xwI�y� � given by uz�=�s1 � �6�J� � ����� is clearly differentiable so
that u ] �B{5���xw|�l�5� {`� is differentiable. Now

�����=���
�=+,�@�}u ]t~ ������+Y�3� U�� ^>���,�2�������l��� ���2���;�e�j�
�����
so the map ��� � given by �=�s�3�P���� ���������
�=�,� is differentiable from which
a) easily follows.
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b) For � � put �������
	���
������������ � and notice that����� 
������ �� � ��� 
������ ��� �"!$#
so that � �%� 
����&
�'(��� �� �

��*) ���+
��,	��-
 ) '(�.�/�1032� ���54 !$#76 �"!$#98
That is, for :��<;�=>
@?A�
(9.48)

� � � 
����&
�'(�7
B:C��� DFED � D ) :G
�� � 
��&	�� ) '(�B� 0 � � ����H4 !$#&6 �"!$# 8
Now, for fixed

) �
(9.49)

DD � :G
����I
��,	�� ) 'J�B� 0 ��� ��� �K!$# �
DD � :G
����L�&	�� ) '(� ��� �K!$#M DD � :G
+
��,	�� ) '(�/����� ��� �K!$#

On the other hand the left invariant vector field N' corresponding to ' clearly satisfies

N'POQ
@:C���R'S
B:ST�UGOL��� ���) :ST�UGOQ
��,	�� ) 'V����� 4 !$#� ���) :G
W�X�&	1� ) '(� ���H4 !$# � YV�Z�[?(�
so that D%ED � D ) :\
����I
��,	�� ) 'J�+� ��� �K!$#,6 4 !$# �

�� � N'PO.]+
@:C� ��� �K!$# �R�R^_N'Z
B:3��` 8
Similarly D ED ) D � :G
.
��,	�� ) '(�&
��,	��������+� ��� �K!$#,6 4 !$# �a' ^ N�b
B:C� ` 8
Hence by (9.48)� ��� 
����I
@'J�,cd:�eF�R� ^ N'S
B:C� ` M ' ^ N�f
B:3� ` �gc �h�7'ieB
@:C�
so that indeed � ��� 
W���&
�'(���gc �h�7'ieF�Rj � 
����7
@'(� 8

c) now follows from b) and proposition 9.40 applied to
� �lk ?�m n9o@
 � 8

d) is obvious from the definitions. In fact, the one parameter group � pm�X�&	1��
W�����/� 032 ���A� � has infinitesimal generator�� �Fq �r�,	��-
W�����B�P032&s ��� �K!$# �
� � 
��P�&
���� 8
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As an application of the adjoint representation let us prove:

Theorem 9.50
If � is a compact Lie group then it has a bi-invariant Riemannian metric, that is,�������	��
���
���� � 
 are isometries.

Proof
First choose an inner product ��� 
 ��� in ����� and extend it to a Riemannian metric

on � by

��� 
�� � � �"! � �$#&% ' � 
(� �)#&% ' �+*,
.- � 
/�0� � � � 
(�1� �,2
As in chapter 7 this enables us to integrate functions on �32 By construction

�.�54 �768�
is an isometry for every

���:9
. Hence clearly;

<>= �
;
<>=1? �.� -@�1� � and = integrable on �32

We claim that also

(9.51)
;
< = �

;
< =A? 
 � -B�A� � and = integrable on �32

For this notice that (cf. exercise 7.36);
<8= �

;
< CD=1? 
��FE �HG IHJLK 
�� G

where G IMJNK 
�� G is the function �O6 whose value at P � � is Q the determinant of
 �LR 4 �TS&� 6 �TS � � with respect to an orthonormal basis. Since left translation is an
isometry C 
��UE R S has the same determinant up to sign) for all P andIHJNK 
V�NR � IHJNK C 
��NRW4 �+���76O� � � E� QXIHJNKVY&Z.[)\)]_^�`ba [Lc dUe�f/g7hOeifLgXjk lXmHnporqWmtsDuHvTw�x
However, mHnLo ` qWm d�g h c kzy {D|�}�~ � defines a Lie group homomorphism, and
since g is compact the image in

c
is a compact subgroup of

c
and hence is l�}�� It

follows that � mHnNo a [ � k�} and hence (9.51) is proved.

Now define another inner product in eif�g by�/��� ~��H����k��� � qWm�|���� � ~�q�m�|��	���	������~ � ~/�0� eif�g �
Then

(9.52)
�/� qWm�|�u�� � ~�qWmT|�uH��������k ����� ~/�H�/�(~ �Bu1� g ~ � ~/�A� e+f�g �
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In fact ���������	��

� � �����	��
������ ����
�������
������

� � ��������� ��
����"!#�

� ��
�������
��

� � �����
�$

���%!#� � �&�	� � �����

follows using (9.51). It is now easily checked that the metric defined by���	� � ������' �)(�(+* '-,/. 0 � � * ' ,/. 0 �21�1 � � � �43652798 �
is bi-invariant: As before it is left invariant and also����:<;9=9� � :>;?=?����� ' ; � (@( *BA ' ;?C ,/. 0 :D;?=9� � *BA ' ;EC ,F. 0 :D;9=E� 1�1

�G(@( : ;9= * ; ,/.H0 * ' ,/. 0 � � : ;?= * ; ,/.H0 * ' ,/. 0 �I1�1�G(@( ���KJ"�$L�M9N * ' ,/. 0 � � ���OJP�$L�M9N * ' ,F. 0 �21@1 �Q(�(+* ' ,F. 0 � � * ' ,/. 0 �21�1� ���	� � ����� '
by (9.52). This proves the theorem.

Exercise 9.53
Let R be a Lie group and S TGR a closed Lie subgroup. Let U be the Lie

algebras of R and S respectively.

a. Show that the projection VXW�RGY R[Z\S gives rise to an exact sequence] Y Y ^
0

Y 527F� R_Z\S 
 Y ]
and that for ` 3 S there is a commutative diagram] Y Y Y 527F� R_Z\S 
 Y ]a�b�c�d�egf h�b�c�d�egf h�iOj�k

l m m m n2o d�p_q\rsf m l
b. Show that there is a one-one correspondence between left invariant Riemannian

metrics on
p[qtr

and inner products u&v�wxvzy in
q

satisfyingu b�c�d�egf�{ w b�c�d�eIf"| y~}�u { w | y � { w |�� q w e���r��
c. Show that if � � p w with � compact, then there exist left invariant metrics onp_q � .

Remark
Riemannian manifolds of the form considered in b) above are called homogeneous

Riemannian manifolds. In the next section we shall see that every simply connected
Riemannian symmetric space is a homegenous Riemannian manifold with compact
isotropy subgroup.
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Chapter 10 THE ISOMETRY GROUP OF A
SYMMETRIC SPACE

From now on we shall call a connected Riemannian globally symmetric space just a
symmetric space. In this section we shall study the group of isometries of a symmetric
space, and we shall show that it is in a natural way a Lie group. As a first step we
make it into a topological group. For convenience we assume � simply connected.

Definition 10.1

For � a connected Riemannian manifold let ������� denote the group of isometries
of � . ������� is given the compact open topology, that is, a basis for the topology is
given by the finite intersections of sets of the form

	 ��

������������������������ ����
������! 
where 
"�#� is compact and �$�%� is open.

Proposition 10.2

������� is a Hausdorff space with a countable basis for the topology.

Proof

Since � is a connected manifold it has a countable basis &('
)+* and since � is
locally compact we can assume that ',) is compact for all -�. Then it is easily seen
that the set of finite intersections of the sets

	0/ ',)��1'�243 constitutes a countable basis
for the topology of �������5.

Remark

The usefulness of this proposition lies in the fact that if 687+9;: < is a function
and 9 has a countable basis then 6 is continuous iff 6 maps convergent sequences to
convergent sequences.

Proposition 10.3

Let &>=?)+*��@������� and 6A�B�������C. Then the following are equivalent:

a) =+)D: 6 pointwise on �E.
b) =+)F: 6 uniformly on compact sets.

c) =+)8: 6 in the compact open topology.

141



Proof
b) � c) � a) is easy. a) � b): Given � compact and ������� Find finitely many

points 	�
��
� such that any point 	���� has distance less than � from some point 	�
 .
Let � be so large that for all �

��������� 	�
������ � 	�
����� !� for all "��#�$�
Then if 	%�#� has distance less than � from 	�
 we have�����&�'� 	��(�)� � 	�����* �����&�'� 	��(� ���'� 	�
����,+ �'�-���'� 	�
����)� � 	�
��.�/+

+ �'� � � 	�
��)��� � 	��/�0 ��� 	1��	�
��,+ �'�-���'� 	�
����)� � 	�
��.�,+ ��� 	�
2�-	��� #34�5�
for "6�7�8� This ends the proof.

More generally let 9 : ; be an open set and let < � 9��=;>� denote the set of
isometries of 9 onto an open set of ; . Again < � 9)�?;>� is given the compact open
topology.

Proposition 10.4
Let ; be a simply connected symmetric space. For any open set 9@:A; is the

restriction map BDC1< � ;>�FE < � 9��=;>� a homeomorphism.

Proof
By lemma 8.21 B is injective and by theorem 8.20 it is onto. Clearly B is continuous.

In order to see that B�G1H is continuous let I �&�&J �K< � ;>� be a sequence and �
�
< � ;L�
such that

� � E � on 9�� In view of proposition 10.3 it is enough to prove that���'�-M �NE � �OM � P M �6;Q�
For this we shall need normal neighbourhoods R , which are regular in the following

sense: For every
M � MTS �UR there is a unique V%�XW'Y � ;>� (of small length) such thatM S 0QZ\[�] Y � V��^� and the mapping RL_`R6EaWb; sending

�cM � M S � to V is a diffeomorphism
onto an open neighbourhood. By theorem 3.8 every point has a regular normal
neighbourhood. Furthermore notice that for any two points 	 and 	 S there is an isometry
of ; taking 	 to 	 S (in fact the symmetry in the midpoint of a geodesic from 	 to 	 S
does this). Therefore, we can find an d8�>� such that any point has a regular normal
neighbourhood of radius de� With this in mind we shall prove

Lemma 10.5
Let ;X�fI ���&J and � be as above and suppose ; has regular normal neighbourhoods

of radius ghde� Suppose
���'�-M �)E � �cM � for

M
in a neighbourhood of 	i�j; . Then

�����OM �kEl� �-M � monqp ��� 	1� M �� rdq�

Given this lemma we can end the proof of the proposition as follows: Suppose
�&� El�
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on � and choose ������� . Let �����
	 be arbitrary and choose a curve �
������������� 	
from � � to � � . Then by an argument similar to the proof of lemma 8.22 we have
for all ����� ������� that ���! "�$#%� &' "�(# for � in a neighbourhood of �) *�+#+, In particular
�-�. "���/#�� &' 0���1#2, It remains to prove lemma 10.5:

Proof of lemma 10.5
Suppose ���. "�(#3� &' "�(# for � in a neighbourhood of �4,

Case 1. �-�! 5�!#76�&' 8�!# 9;:<, Since �-�'=">�?A@(BC 0D�#FEG6H>�?A@IBJ K���ML$ 0D�#N# for small D
�O B  K	P# and since expB is a homeomorphism on a small neighbourhood we conclude
that ���$LM 0D�#Q� &ML/ 0D�# for small D and hence by linearity for all DR� O B  K	P# . Hence
�-�<=K>�?A@ B  *D�#SE converges to &T=F>U?A@ B  0D�#NE for all D , that is, �-�. 0�I#V� &' *�I#W9X�Y�Z	[,

General case. Clearly it is enough to consider &\6 ]5^�, So �-�! *�I#_� � in a
neighbourhood of � . Let ��� be the midpoint of the geodesic from � to �-�. 5�.# and
let `�� be the symmetry in ��� . Hence `��. 5�.#J6a���. 5�!# or equivalently

`���bC���. 5�!#'6_�4,
also let `�� be the symmetry in � . We claim that it is enough to show that `���� `c�
on the normal neighbourhood d of radius e . Because then by proposition 10.3 this
convergence is uniform on compact subsets of d and it follows easily that �-�P�
]f^ on d iff `��gbh�-�i� `�� on d which reduces the general case to case 1.

It therefore remains to prove that if �A�G�j� then the corresponding symmetries `��
converges to `�� in the neighbourhood d . But by assumption the normal neighbourhood
of radius kMe is regular. Therefore the mapping

=S�l�2��m5E_n� >�?A@�op rq7D�#p6[` o =F�cm5E =K�1m�6s>�?A@�op 0D�#NE
is differentiable on dutvd and is in particular continuous as a function in � . This ends
the proof of the lemma and hence of proposition 10.4.

As a corollary we get:

Corollary 10.6
For a simply connected symmetric space the mapping 	 �xw. "	P# given by sending

� to the symmetry ` o is continuous.

Proof
As seen in the proof of lemma 10.5 the mapping �yn� ` o of d into w. "dz�U	y# (for

d a regular normal neighbourhood of a point � ) is continuous. The statement therefore
follows from proposition 10.4.
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Corollary 10.7
Let � be a simply connected symmetric space and choose ����� . Let ���	��
���


be the isotropy subgroup at � , that is,

������������
���
���� ��
���
����! #"
Then the homomorphism �	$% �'&�( is a homeomorphism of � onto a compact subgroup
of the group of linear isometries of )*(+
���
 .

Proof
Put , � )-(.
��/
 and let 01
�,2
 be the group of isometries of ,3" On 01
�,4
 all

possible topologies agree: the matrix topology induced from a choice of a basis of , ,
the norm topology with respect to the inner product, the compact open topology and
the topology of pointwise convergence. From case 1 in the proof of lemma 10.5 it
follows that a sequence �657�8� converges in a neighbourhood of � iff 
��95+
 &:( converges
in 01
�,4
 . It therefore follows from proposition 10.4. that the topology on � induced
from ��
��/
 is the same as the one induced from 0;
�,4
<" Now by theorem 8.20 the
image of � in 01
�,2
 is the set of linear isometries =?>!)-(.
��/
4% )*(+
���
 satisfying@ 
�=�ACBD=�EF
G=�HI�J= @ 
:A�B<EF
KHLB where

@
is the curvature tensor field at � . This is clearly

a closed subset of the compact group 01
�,2
 .
Corollary 10.8��
��/
 is locally compact.

Proof
Let us find a compact neighbourhood of MONP����
��/
Q" Again for R and S subsets of �

we put T�
URVBWSV
!�/XZY1����
U�/
\[]Y�
UR2
^�	S`_a" Choose �P�8� and an open neighbourhoodS such that S is compact and is contained in a normal neighbourhood of � . Then

MbNc�dTe
O��BWSV
^�?Tgfh��B S�i
and we claim that T f ��B S i is compact. So let =�5��jT f ��B S i " Replacing X]=�5�_ with
a subsequence we can suppose that =C5�
O��
 converges to some point k�� S . Let lnm be
the symmetry in the midpoint between � and k and also let lo5 be the symmetry in the
midpoint between � and =�5�
���
 . By corollary 10.6 lo5p% l\m]" Also ln5rq�=�5�
���
s�t� so
since � is compact we can find a convergent subsequence of X]lo5Iqu=�5C_ and hence a
convergent subsequence of X6=�5C_a" This ends the proof.

We shall now study the action of ��
��/
 on �?"
Proposition 10.9
Let � be a simply connected symmetric space.

a. ��
��/
 is a topological group.
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b. The evaluation map ���������	� 
 � sending ����
���� to ������� is continuous.

c. Given ����� let � be the isotropy group at � . Then the mapping ������������
 �
sending � to ������� induces a homeomorphism ������� ���"!#� $
 � 
 where the left
hand side is the set of cosets %&�'��( with the quotient topology.

Proof
a) and b) are trivial.

c) Consider the diagram of maps

�������)!*� +
 �,.- / �
�����0�

As remarked above ������� acts transitively on � hence � is clearly bijective. Also � is
obviously continuous. We shall prove that � is open. It is clearly enough to find an open
neighbourhood 1 of id �2������� such that 1 3 -�4�5 � - 1�� and such that �76 - 1 is open.
For this choose � and 8 as in the proof of corollary 10.8, and put 1 391:���;
<8=� . Clearly
1 3�� 4�5 �)8>�?3 - 4�5 � - 1@�BA Also 1DCE�;
 8GF is compact. Since � is continuous �������)!*�
is Hausdorff hence

- C 1 C �;
 8 F&F is compact and ��6 - C 1 C �;
 8 F&F is a homeomorphism
onto 8 . Hence �76 - ��1@� is a homeomorphism onto 8HA

In order to make ������� into a Lie group we first consider the isotropy subgroup
� at �:�I� �

Proposition 10.10
The isotropy group � at �J�K� is a compact Lie group.

Proof
As in the proof of corollary 10.7 we put LM3ONQPR� and we identify � with the

subgroup of the orthogonal group ST��L'� given by the set of linear isometries �U�QL@
 L
satisfying VW���RXY
Z�R[=���Q\]3^��VW��X�
_[>��\W
 for all XY
Z[`
B\2�aLb
 where V is the curvature
tensor field at � . Putting cd� ef
_g�
B\�
Z[G�h3 i�VW��ef
_g��j\k
Z[>l we can identify � with the
subgroup

�m3:nR�T�2SU��LW�Joo cd���pef
_�Qg�
Z�Q\k
Z�p[q�r3�cd��ef
Zg�
B\k
_[>�s
utWef
_g�
B\�
Z[9�	Lwvk

and we shall show that this is a Lie subgroup of the Lie group ST��LW�ZA For this let
1 denote the vector space of multilinear functions LO�JLI�JLI��L x;
 and lety �fSU��Lz�>
 1 be the differentiable map given byy � �{�|3}c�~G� �d���d�]�U�]�{�BA
Also let ��L����9�?������Lz� denote the Lie algebra of SU��LW� , i.e. the set of skew-adjoint
linear endomorphisms of L . Then by differentiation it is easily checked that

3��.�����|����� ���W�
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can be identified with the subspace of skew-adjoint linear maps � satisfying

��� �����	�
�	���	
���� ��� ���	�����	���	
���� ��� ���	���������	
���� ��� ���	�
�����	��
��������� ���	�
������
 �"!$#

Now by the Implicit Function Theorem there is a neighbourhood % of & in ' � !(� and
an (embedded) submanifold ) *+% such that ,.-/%0*1) and 2
34)5� # On the other
hand it is easily checked that is a Lie subalgebra of

� !6� so by theorem 9.24 there
is a corresponding connected Lie subgroup ,87�*5' � !9� and we claim that ,87�*�,:# In
fact for �;� it is easy to check by differentiation that < �>=@?�A��CB ����� is constant in

B
so

that
=@?�A�� ���D�E,GF that is,

=@?�A�� �D�H,:# It follows that

,87I-J%1*5,K-:%;*5)
and since ,87 and ) have the same tangent space at & we get, by possibly making
% smaller that ,87D-L% �M,N-H%M�M)O# Hence , is a submanifold of ' � !6� in a
neighbourhood of & . Since for PQ�R, left-multiplication by P is a diffeomorphism of
' � !6� it follows easily that ,S*5' � !6� is a submanifold and hence a Lie subgroup. We
have already seen that , is compact.

Remark
Notice that it follows from the proof that , is actually an embedded submanifold

of ' � 2�TVU;��# In particular the manifold structure is uniquely determined.

We shall now prove:

Theorem 10.11

a. W � U;� has the structure of a Lie group such that the action

W � U;�IX"U Y U
is ZD[ .

b. For \]7��QU and , the isotropy group at \ the homeomorphism ^Q_`W � Ua�cbd, e� U
is a diffeomorphism.

The idea of the proof is simply to construct the local cross section as in theorem
9.43 and use the differentiable structure on U together with the differentiable structure
on , . Recall that in theorem 9.43 the local cross section is given by local 1-parameter
subgroups with infinitesimal generator in the complement of the Lie algebra of the
isotropy group. So we first construct these local 1-parameter subgroups of isometries.
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Definition 10.12

Let � be a geodesicof � . A transvection along � is an isometry � of � , which
preserves� and inducesparallel translationalong � on the tangentspacesat pointsof
� . If � goesthrough � then � is said to be a transvectionat � .

Example 10.13

In Euclideanspacewith the flat metric the transvectionsareof coursethe parallel
translations.

Exercise 10.14

Describethe transvectionson a sphere.

Lemma 10.15

a. Given � a geodesic through � . Then there is a unique family �����	��
 � of
transvections along � such that ����
���������
���� .

b. �������������������  !�"�$#%
 &
c. Let ' be a normal neighbourhood of � . Then the map (*)�' + ,�
-�.� given by

associating to /1032546
879� the transvection �;: along /"03254<
��=79� is continuous.

Proof

a) is obviousfrom theorem8.20,explicitly �����>#@?5A �CB�D$E �6# 4 asshownin the proof
of proposition8.3.

b) is obvious from the uniquenessof a) and the fact that ���F
G��
������H�I�J
-#LK	���M�
which is easily proved.

c) By a) ( is given explicitly by

(ON-/1032546
G7P�=QR�>#TSVU1W$X 
ZY[�\ � �6# 4
so c) follows from corollary 10.6

Proof of theorem 10.11

Let ]I�^(_
V'`� as in Lemma10.15above. Then clearly

(a)b]^+c'edf�
is a homeomorphism,so choosinglocal coordinateson ' we get a gih structureon
] . Clearly the map 
�jk�"l��nm+ (R
�jo�Lpql��

'ertsvuxw.yFz|{~}��V���
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is 1–1 onto an open set, and since � is a Lie group it follows that ����� has a ���
structure. Let

�
	 ������
������
be the inverse map. For any ����������� we give ������� � !������"� the ��� structure
induced by

�$#&%'�)(+* #-,/. 	 �0��������
����1�12
where as usual

*3#
denotes left-multiplication by �$4 We must show that these structures

are compatible on their overlaps. It is enough to show that if �5�6� 7'�0� 8%9
then

�$:;(<�>=@?#
is ��� . Now if �BADCDE�C % AFE�2<AGC�2HA��I�J2<E�C�2<E1�K�12 then �&A ?ML % A L

and it follows that ��� L � is near to L so if we replace � above by some smaller �0N then
� can be written in the form � % A ? E ? for A ? �'�O2PE ? �Q�14 So it is clearly enough
to show

Claim
If A ? AGCO���R2BE ? E�C)��� runs through all elements such that

A ? E ? AFCSE�C % AFET2 AU�V�W2XEY�V�12
then A and E are �Z� functions of A ? 2[AGC/2GE ? 2GE�C/4

This will prove that �\�M�"� is a � � manifold. But at the same time it will
prove that �\�M�"� is a Lie-group. In fact suppose we have proved the claim and put] % �^�_�`!a���b�"�G4 Then

]
is a neighbourhood of c and by the claim the multiplication

restricted to
]

is � � . Also since � is a Lie group and since clearly AKd
 A =@? is � �
on � (via e this map is equivalent to fhg ) it follows easily that �id
 � =@? is � � on]

. Hence given the claim �\�M��� is a Lie group due to the following lemma, the proof
of which is left to the reader:

Lemma 10.16
Let j be a topological group with a � � structure such that left translation is � � .

Suppose
]

is a neighbourhood of c such that the multiplication
] � ] 
 j and the

map � d
 � =@? of
]

into j are � � . Then j is a Lie group.

Proof of claim
Suppose

A ? E ? AGCSEkC % AFE�2XA ? A ? 2[AGCB���l2;E ? E ? 2GE�Cm���14
First notice that E ? AGCSE =@?? % AGn is a transvection at L . In fact if AGC is the transvection fromL to AFC�� L � %QoFprq g �bst� then clearly E ? AGCSE =@?? is the transvection from L to

oFprq g �u�ME ? � n st�
%

E ? ��AGC L �[4 Since � acts ��� on v5gt���"� (by definition of the ��� structure on � ) via the
mapping E ? d
 ��E ? � n and since

oFprq g is a diffeomorphism onto the neighbourhood �
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it follows that ���������
	��
������� is a ��� function of ��� and �
	 , so ��� is a ��� function
of � � and � 	 .

Now ��	���	�������������	�������	���������� where � is the transvection from � to ��	������ . So
we must show that ��	������ depends ��� on ��	�� and ����� . Here ��	������ is constructed as
follows from ��	�� and ����� : Take ���! �"
�
#$� such that %�&(' " �)�*�+�,���-�/. parallel translate
� along the geodesic to ��	�� and apply %�&
'10
2 "43 Each of these are � � operations as
functions of � � � and ��	�� . Similarly the matrix coordinates of the differential at � of
the map

��5 	 � 	 � � �6�7�8� 	 � � � 5 	

depends ��� on ��	�� and ���-� so the coordinates of �9�8��	:�;��� 5 	 depends ��� on
��	�<=���><���	�<��;� 3 Hence since ? is a Lie group � depends ��� on ��	�<=���@<���	�<��;� 3 This proves
the claim and hence that A��
#$� is a Lie group.

Notice that since B6CED�F G is a diffeomorphism we have also proved that the
action �-�
�����H<=IJ�LKF ���NMJI is ��� as long as ���NMOIP�QG . It is easy from this to prove
the remaining statements of theorem 10.11.
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Chapter 11 SYMMETRIC SPACES AND
ORTHOGONAL INVOLUTIVE ALGEBRAS

In chapter 9 we associated to a Lie group its Lie algebra. Similarly we shall construct
to a symmetric space an associated algebraic object called an orthogonal involutive
algebra.

First a few remarks on the adjoint representation af a Lie Group � . Recall that for��� � the mapping ����� defined by �	�� � � ��

� has differential ���
� ����� � and
the mapping ��� � ��� ����� � is called the adjoint representation of � . The differential
of this is the map ��� � � ������� � defined by

����� � � ��! �#"%$ �'&(!*)+& �,&-! � .
For an arbitrary Lie algebra we still have ��� � � �/���0� � defined as above and
the image ����� �21 �/���0� � is a Lie subalgebra of �����0� � which is the Lie algebra of
�3��� �-. Let 45�768� ��1 �3��� � be the connected Lie subgroup corresponding to ����� �(. If
is the Lie algebra of a Lie group � then it follows from 9.47 that �9� � �:� �;�<� � is
a Lie group homomorphism onto 45�=6>� �(. Notice that the topology on 45�=68� � need not
be induced from the topology on �3��� �-.

Now let 1 be a Lie subalgebra. Then ���
� �91 ����� � is a Lie subalgebra and
hence corresponds to a Lie subgroup ?A@ 1 45�=68� �B1 �3��� �-. We now have:

Proposition 11.1
The following are equivalent

1. ?C@ is a compact Lie group.

2. The set ?C@ is compact in the induced topology from �3��� �-.

3. ? @ is closed in �3��� �ED�FHG has a ? @ invariant positive definite symmetric bilinear
form.

4. ?C@ is closed in �;��� �ID�FJG has an ����� �(K invariant positive definite symmetric
bilinear form L , i.e.

LM� $ �,&-!*) &ON �QP LR��!�& $ �,&ON2) �S"UT V � � &W!W&(N � .

Proof
a) X b) is trivial. On the other hand if ?C@ 1 �;�<� � is compact then by proposition

7.6 it is a closed Lie subgroup in a canonical way which proves b) X a).

b) X c) by integrating an arbitrary positive definite symmetric bilinear form over
?C@ (cf. theorem 9.50).
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c) � b) is obvious since the orthogonal group is compact.

c) � d) by differentiating the equation
�������	�
����
��������������	������
������ �!�#"$�
�%�&�'�(�'�

�*) �&�+�,�-) �
with respect to

�
.

d) �/. � . Let 0 � ��132546� �
be the orthogonal group corresponding to the positive

definite bilinear form
�

. It follows from d) that

7�8� �

is contained in the Lie algebra
of 0 � �

hence 9;: 1 0 � �
which is compact.

Definition 11.2
If either of a) - d) above holds we say that is compactly embedded in <
If is compactly embedded in then is called a compact Lie-algebra. I.e. is

compact iff =�>@? � � is a compact group.

Notice that 9 compact clearly implies that the corresponding Lie algebra is
compact. However, the other direction is in general not true (e.g. for Abelian Lie
algebras).

Now return to A a simply connected symmetric space and let B�C ) A with
symmetry DEC . Let F!C "HG C � A �

be the connected component of the isometry groupGI� A �
of A . Furthermore let 9�C "JG C � A �&K 9 where 9 is the isotropy group for

B�C . Finally let LNMOF!CQP A be the mapping L ��R��S"TR B�C . With this notation we
now have:

Theorem 11.3

1. 9
C is connected and the mapping L3MUFVCXW79
C�P A induced by L is a diffeomor-
phism.

2. The mapping YZM[F�P F given by
R]\P DEC_^ R ^`DEC is an involutive automorphism

(that is Y�a "3bc�
) such that 9
C is the connected component of the group 9
d of fixed

points for Y .

3. Let be the Lie algebra of FVC . Then
" e �

where

"gfh�*) i Y :
�j"k�Qlm� "nfh�o) i Y :

�H"npO�Ql

and is the Lie algebra of 9 C . Furthermore L :
� �`"rqts7uwv L : M P x	yXz|{6}n~ is

an isomorphism.

4. If � � ������������ ���	��{�����~��h��� is the geodesic with tangent vector �w��� and
�,�	��{�����~ is the family of transvections along that curve.
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5. For ������� we have �	��
���
�
 
�� and

��� ����
���
�
���
���� ����� 
���
  !�"� #

Proof
a) For every $%�'& there is a transvection taking $(� to $ ; hence )*� acts transitively

on & , so clearly )*�,+-���/.� &0# Now let us show that �����1�324)*� is connected.
Consider � 5 )6�87 & and notice that around any point of & we can find a
neighbourhood 9 such that �;:�< 
=96
 is homeomorphic to 9/>?��� (compare the proof
of theorem 10.11. Using this it is easy to see that if @ 5BA CED,FHG 7 ) is a curve andIKJ 5;ALCMD,FHG 7 & D	N � ALCMD,FHG�D is a homotopy of �PO @ keeping the endpoints fixed (that
is, I � � �QO @ and I J 
 C 
B� I � 
 C 
 D I J 
 F 
R� I � 
 F 
  N � A CED,FHG ), then we can find
a lifted homotopy (keeping the endpoints fixed) I JS5�A CED,FTG 7 & DRN � ALCMD,FHG�D such that�UO I;J � I;J and I � ��@�# (To show this subdivide A CED,FVG > ALCEDVFVG into small squares).

Now let �U�4�W2X)6� and join � by a curve @ 5YA CED,FHG 7 )6� to Z-# Since & is simply
connected �PO @ is homotopic to the constant loop and if I J is a lift of the homotopy
as above, then clearly I <U5	A CED,FVG 7 )*� is a curve lying inside ��� and joining � to
Z-# Hence �[� is connected.

b) �[\ is clearly a closed subgroup of ) with Lie algebra �^]_�`� acb � �d�e�?fg#
It is therefore enough to prove that is actually the Lie algebra of ��� or equivalently
that for � � hTiEj*
���
*�k�l# But for � � we have

h�iMjm
on=��
p$E�B��bq
�h�iMjm
on=��
r
s$(�B� N �t
r
�hTiMjun=��
p$E�c

 �nv� D

so since $(� is the only fixed point in a neighbourhood of $(� , it follows that h�iMjw
onx��
p$(�B�
$(�  ynX� D hence h�iMjw
pn=�?
��0�  yn�#

c) Clearly � z and we have just proved that is the Lie algebra of
��� . Obviously ��� � C # Now let { � |M}V~,
�&�
 and let |�� be the family of
transvections along hTiMj },~ 
on={�
l� |��r
�$(�_
�# Now |�� is a one-parameter group so that
|��m��hTiMjw
on=��
 for some � � # Then

��� 
���
��
�
� n |��r
�$(��
���� �s���

�
�
� n hTiMj },~ 
�n={(
	��� �s���

��{
so ���P5 7 |M}V~,
�&�
 is onto. Hence by dimension reasons ���P5 7 |M},~V
�&^
 is an
isomorphism.

d) Notice that � in the above argument lies in # In fact | : � is the one parameter
group of transvections along the geodesic

hTiMj },~ 
��Rn={�
�� N ��h�iMj },~ 
�n={(
q��
 N �6h�iEj*
on=��
 N �c
s$(�B�
��b�
�hTiMjm
�n=��
x
p$E����hTiMjm
�nEb � ��
p$E� D

so that b � 
���
	���B� , that is, � � # Since ����5 7 |M} ~ 
�&^
 is an isomorphism an
arbitrary � � occurs as the infinitesimal generator of the one parameter group of
transvections along the geodesic hTiMj } ~ 
�n={(
 where {l� ��� �P#
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e) For ������� and � � we have

�
	 ����
�������������������� ����
��!�"�$#%�����&������� ')(*�+� '
or equivalently


,�!�-� ��.,/�0 �1���,�2�����&�3�4
,�!�"� /50 �1���,�6#7�����$� '3(*�+� 8
Hence �9.�/50 �1���,�����
� # /50 �:�9�,�;�<� so that /50 �:�����;���5� 8 Also

�;
,����� /=0 �1�9�,�;�<�&�?>@�A� 	 �B
��!�C��������� ����� >@�=�4� 	 
��!�EDGFH��I . ����� ��J
��!� D FK���@� . I . �;���6�L' (M�L� '
so clearly

I .N/=0 �:�����;���3�4� . I . �����O8
This ends the proof.

To the symmetric space P we can associate the Lie algebra of QR� together with
the involutive automorphism �9.TS U 8 In general consider a Lie algebra with an
involution V S U 8 Then again � W where

�YXE�Z� [[ V\�]�4�_^`' �aXE�Z� [[ V\� � #=�b^@'
and it is easy to see thatc

' dfe '
c
' dKe '

c
' dKe 8

In the following whenever is a Lie algebra with involution Vg' we shall denote the hji
and #"i eigenspaces by and respectively.

Definition 11.4
An orthogonal involutive Lie algebra is a triple � 'LV"'lkT� where is a Lie

algebra with involution V and k is a positive definite symmetric bilinear form on
which is m 0 � ��# invariant, that is,

k��
c
�n'�o-d;',pR�qhrks�:ol'

c
�n',p7d2�t� u (j�Z� vlol'�pw� 8

Furthermore we require that e is compactly embedded and that does not contain
any non-zero ideal of .

Remark
Since is compactly embedded we can extend k to a positive definite symmetric

form on , which is V -invariant and ad � � -invariant. However, only kyx is part of the
structure.
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Proposition 11.5

For a simply connected symmetric space � let be the associated Lie algebra with
involution ��� as in theorem 11.3, and let � be the bilinear form on induced from the
Riemannian metric on ���	��
���
 via the isomorphism � ��� � � ���	��
���
��

Then 
 ����������
 is an orthogonal involutive Lie algebra.

Proof
Most of this is already contained in theorem 11.3. Since � � is compact clearly!#" 
$�%��
'&�(*)�
 
 is compact so is compactly embedded. It remains to see that does

not contain an ideal of . So suppose & is an ideal of . Then + � ,-& . /�0
which implies /102� In fact suppose 3 4 and +536� ,�/70 then by theorem 11.3
e) we have


98;:2<>=23?
 � �@�A
9B>
C/��@� !#" 
98;:�<D=23?
�
$B>
/��@�FEC:�<G
$H " 
9=23?
@
9B>
I
J/�0 KLBM4 �N=O4 �
so since � � acts effectively on ���	��
��P
 we have 8;:�<Q=R3S/�T " K�=U4 � hence 3V/W02�
which ends the proof.

We will now prove that the orthogonal involutive Lie algebra determines the
symmetric space. In fact the curvature tensor field of � is determined by the Lie-
product of �

Theorem 11.6
Let � be a symmetric space as above and 
 �QXY�Z��
 the associated orthogonal

involutive Lie algebra. Then the curvature tensor field of � at the point [R� is given by

\ � � 
]�@�^B_���@�F3?
`�@�bac/ de�@�f+g+ BD��3G,$�hae,b� BD��3'��aP4 �
Proof
An element B 4 determines a 1-parameter group of isometries of � namelyi 8;:�<D=�B7�6=U4 j and hence a vector field B � on � , that is,

B �� / kk = 
l
$8h:�<_=mB>
n[@
pooorqns �
Now let tB be the right invariant vector field on uv� corresponding to B . Then tB andB � are �Nd related, that is ,

�@�xw tBLy{z_|�}�~�f����� ���%��� �
In fact both sides are equal to ������I�9�;�2��� }>� ���R� �G�� ��� � � It follows that for }_��� � the

vector fields �b�}��^��v� and   } ~ ��� ~;¡ are also ¢N£ related. Now it is easy to see that the
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Lie multiplication on defined by right-invariant vector fields and the one defined by
left-invariant vector fields differ by a – sign. It follows that for �������

�	��
 ���
����� � 
 � � �
� � �����
so we can identify the Lie-algebra (except for a minus) with the Lie algebra of vector
fields on � of the form � �

as above. For ��� we call � �
an infinitesimal isometry.

Similarly for ��� ����� �
��� �
is called an infinitesimal transvection (rotation).

In order to prove the theorem we must therefore prove

(*)
� �!�"� � �
� � �$# � �%�&�'� � 
(
 � � �
� � �)�'# � �*���+ �����,�-#.� /

Notice that the left hand side only depends on � ��&� �0� ��&� and # ��&� / Also 
 � � �
� � �*� � �1
since 
 ���
���)� � so the right hand side does not change if we replace # �

with another
vector field with the same value at 243 . Instead of (*) we shall therefore prove

(**) 56�!��� � �
� � �7#98;: � � � �=< 
 � � �
� � �)�'#98?> � �
where # 8� �@# ��&� and # 8 is parallel along the geodesics through 2 3 .

In the following we write ACBD� �E�F� 
 ���
��� for � and � vector fields on �G/
By definition

�!��� � �
� � �$#H8I� BHJ KLJ-#984� KLJ BMJN#984� O BMJ�P KLJ Q #98R/
Since 
 � � �
� � �*� � � 1

the last term vanishes at 2S3 . Notice also that � KLJ � # 8 �T�U� � � 1
since # 8 is parallel in any direction at 2S3 . Since the torsion is zero we therefore have

B J 5 K J #98;: �&� ��5VA B J K J #98;: �&�
Now any isometry W is an affine transformation, i.e. for arbitrary vector fields � and
# on � with W	� transformed vector fields �YX and #HX we have

K)Z[�V# X �L�\� K9�V#]�^� X /
Letting W!�G_-`Sacb7���C��� �Cbc� � and differentiating with respect to b , we therefore
have

AFBMJ K9� #]�L� O BMJTP KdQ �V#]�fe K9� AFBMJg� #]�T�
for arbitrary vector fields � and # .

It follows that

B J 5 K J #98;: �&� � O B J P K J Q 57#98;: �&� e\5 K J A B J 57#98;:h: �&�
� 5 KiJ A BcJ45 # 8;:g: �&�

since again 
 � � �
� � � � � � 1 /
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Finally ���������
	���
������ since �
	 is parallel and exp ������� preserves parallel trans-
lation. Hence again � � � ��� �

�
� 	���� 
 � �

�
� � � ��� �

�
� 	���� 
 �

so we conclude that

� �
� � ��� 	�� 
 � �

�
� � � � � �

�
� 	��!� 
 ��"

It follows that�$# �%�'&)( *+&��,� 	 � 
 � �
�
� � � � � �

�
� 	 ��� 
 ��-

�
� � � � � �

�
� 	 �!� 
 ��

�
�/. � �10 �/�$2

�
� 	��!� 
 � � -43�5 �'&!( *6&879(:� 	<; 
 �

by the Jacobi identity. This proves (**) and ends the proof of the theorem.

Corollary 11.7
Let = and > be simply connected symmetric spaces such that the associated

orthogonal involutive Lie algebras are isomorphic. Then = and > are isometric.

Proof
Obvious from theorem 11.6 and theorem 8.20.

Example 11.8
Euclidean space ? with the usual metric is a symmetric space. The group of

isometries @A��BC� is the Euclidean group generated by the orthogonal group O �%BC� and
the translations DFEG DIHKJ for JML ? " The Lie algebra of O �%BN� is denoted �%BC� and
is the Lie subalgebra of O�PRQ9� ?S� of skew-symmetric endomorphisms. The orthogonal
involutive Lie-algebra associated to ? is then � ��BC�9T ?U(WV6(YXZ�Y( where 5 ([7Y\\ ?Z�� and 5 (]7N^ �%BC��_ ?AG ? is given by the usual action of �%BN�W`baYcSdfe gih on gkj
The involution l is given by lnm e%oNhIprq�d and lRm s�gtp u�q�d9j Finally v is the usual
inner product on g j

Notice that if w e�oCh is a Lie subalgebra, then also e x gUy l y vIh is an
orthogonal involutive Lie algebra.

Definition 11.9e z y l�z y v{z)h is an orthogonal involutive Lie subalgebra of e y l y vIh ifz|w y lA}} z
p~l�z y z
p and v|z�p�v�j
Definition 11.10
An orthogonal involutive Lie subalgebra of e e�oCh9x g y l y v�h in the above example

11.8 is called a Euclidean orthogonal involutive Lie algebra.

Equivalently e y l y v�h is Euclidean if � y � p��Rj
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Now let � ��������� be any orthogonal involutive Lie algebra. We want to construct
an associated symmetric space. For this we need the following proposition which will
be proved in section 13 (see remark following theorem 13.5).

Proposition 11.11
Let � �	���
��� be an orthogonal involutive Lie algebra. Then there is a Lie group�


with Lie algebra �
Taking the universal covering we can assume

�

to be simply connected. Then there

is also an involutive automorphism � of
�


with differential ������� and clearly the fixed
point set of � is a closed subgroup. The identity component we denote by

�� � Clearly
the Lie algebra of

��
is , the fixed points of the involution � . Now let � � �
�� ��

and
let ��� �
�� � be the natural projection. Since

��
is closed � is a manifold and

����� �! #" �$�%�&� '��)( ��+*-, �.�
is an isomorphism. We give � a Riemannian metric as follows:

�

clearly acts on �

by left translations and
��

fixes the point ' . Also notice that the adjoint action of
��

on
the Lie algebra keeps the subspace invariant. In fact

� � �0/213�046587:9;�<�>=?�@�A�./B13�>4<5C7D� �FE �G�$� � =?�A� HI/213�0465C7�9J�<�>=K�
for 9 , ��= , �

Since the bilinear form � on is LM13� �GH invariant it is also /21&N ��-O H invariant. We now

identify
 #" �$�%� with via the map ��� , and it is easy to see that under this identification

the adjoint action of
��

on corresponds to the induced action by
��

on
 �" �P�%� . We can

therefore extend the bilinear form to a Riemannian metric on all of � by the formula

�?�>9Q�F=K�R���QSTSVUXWZY\[G] � 9Q��S^UAWTY\[G] � =_]`� 9a�F= ,  W " �P�%�
where U W denotes left-multiplication by b , �


. By definition � is
�
 H invariant.

Theorem 11.12
The Riemannian manifold � constructed above is a simply connected symmetric

space and the associated orthogonal involutive Lie algebra contains � �K���K��� as an
orthogonal involutive Lie subalgebra.

Proof� is simply connected since
�


is simply connected and
��

is connected. In fact
suppose cd�fehg8�jijk � � is a curve with cl�>gm�n�ocp�qir�X�s't� Using local cross sections of�u� �
v� �
_� ��

one can lift c to a curve
�cJ�le g8�Zijk � �


such that
�cp�>gm�w�yxK�&� �cp�qir���'z� that is,

�cp�qir� , �� � Since
��

is connected we can join
�cl�qir� to x by a curve inside�� � Since c is clearly homotopic to a curve which is constant near 1 we can therefore

assume that
�cl�{ir���|x . Now since

�c is homotopic to the constant loop the same is
true for c%�}��~ �c .
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Now let us show that � is symmetric. In fact the symmetry ��� at � is induced
by ��� �	 
 �	��

that is,

��� 
�� ������ ��� ��� �� � ��� �	��
Clearly ����� ����� �! �"$#&%('�) ����� ��� � ��� �	*� �+� � �
hence ��� ), % �- ".#&%/' ) ��� � 0 ��� �	1�
It follows easily from this and the definition of the metric that ���2�3� 
 � is an
isometry. To see that � � is the geodesic symmetry at � it is enough to observe that���54 � 687:9 �<;>=?�@� � 
 ;A=B�C� �

which is obvious since by definition ���ED � DF� and
since �G4GHH � 6I7:9 �

The symmetry at
� � � �

is clearly �KJ �  % ) ��� )L %�M�N � It
follows that � is at least locally symmetric and it remains to see that � is complete.
However, this follows simply because the symmetries �KJ are globally defined. In fact
suppose OP�Q�CR �TS � 
 � is a maximal geodesic and choose UV� � �WR �TS � near

S��
Then

with
� � OX�YUV� � the geodesic

� J �COX�WZ?U � 6 U �5� � Z�U � 6 S\[ U [ Z?U � 6 R �
agrees with the geodesic O on the interval ] U 6 UV�.] [^S 6 UV� � Therefore O can be prolonged
to the interval �CR � Z�UV� 6 R � which is larger than �CR �KS � for UV�`_ aEbdce contrary to the
maximality. This proves that � is complete, and hence is a globally symmetric space.

Now let
	 � as before denote the connected component of the isometry group of� . The involution �f� of

	 � is given by

�f�g�Wh � � ��� ) h ) ��� � h � 	 � �
Let � be the corresponding Lie algebra with involution �f��i . clearly there is a natural
map

 � �	j
 	 � sending
�

to
 % �

and as shown above "$#k%/' � ��� )Q % ) ��� � �f�g�  % � � �l� 	
so

 
and hence

 4m� 
 � preserve the involutions. Also if Dn�o� 	 � 
 � is
evaluation at � clearly D � Dn� )X and since DA4 HH and Dn�K4 HH � are both isomorphism onto;�=?�@� �

it follows that
 4p� 
 � is an isomorphism.

Now let q be the kernel of
 4 . Then is an � 6 invariant ideal of , hence� r s r �

But since
 4 � 
 � is an isomorphism

r �ut
so q and

hence
�vt

by assumption. Hence
 4 is injective, which proves the theorem.

Remark 1
It follows that the kernel wvx yz of { is a discrete invariant subgroup of yz contained

in y| , so if we put
z } yzL~ wI� | } y| ~ w�� then � } zL~ |

and here the map{j� z�� �(�g� ��� is injective.
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Remark 2
In general we cannot expect � to be onto. In fact any Euclidean orthogonal

involutive Lie algebra gives � � � as the associated symmetric space and here����� �
	 is the whole Euclidean group.

Definition 11.13.
An orthogonal involutive Lie algebra

� �
����� 	 is called maximal if it is not a
subalgebra (in the sense of definition 11.9) of any bigger one.

Corollary 11.14
There is a 1–1 correspondence between simply connected symmetric spaces and

maximal orthogonal involutive Lie algebras.

Proof
Suppose

� �
����� 	 is maximal then by definition ����� � �
in the proof of

theorem 11.11 is onto.

Now suppose � is a simply connected symmetric space. We must show that
the associated orthogonal involutive Lie algebra

� ������� 	 is maximal. But suppose� ������������� 	 is any bigger one and let � � be the associated symmetric space. Then
since � �

the spaces � and � � are isometric by theorem 11.6 and theorem 8.20
and hence by theorem 11.12,

��� �
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Chapter 12 SEMI-SIMPLE LIE ALGEBRAS
AND LIE GROUPS

For the study of orthogonal involutive Lie algebras we need a few facts from the theory
of semi-simple Lie algebras.

Let be a Lie algebra. The Killing form � on is the symmetric bilinear form
defined by

���������
	���
�������������������	������ ���!	"	 �#�$�&% '
Clearly � is invariant under automorphism of , that is, if (*) + is an automorphism
then �,��(-�.�$(/�!	0�1�����#�$�
	��2�.�$�3% ' Also � is � ��� 	�4 invariant, that is,

���$5768���.9��$�:	-;<�����.��576=�$��9>	?�A@
� �#�$�0�B6C% '
Definition 12.1

is called semi-simple if � is non-degenerate, i.e., if

�����.�B6D	E�A@ F
�G% H 6I�A@J'
is called simple if it is semi-simple and has no proper ideals.

A Lie group is called semi-simple (simple) if its Lie algebra is semi-simple (simple).

Remark
If K is an ideal then it is easy to see that the Killing form of is the restriction

of the Killing form of .

Lemma 12.2
If is semi-simple then it has no non-zero Abelian ideal.

Proof
Suppose K is an Abelian ideal, that is, 5 � 9L�A@J' Then for 6M% and �N% �

� ����6D	O� ���>��	P� 	E�Q@:� � ����6D	R� �����S	L� 	TK U
hence ����68���S	0� 
���� �V�W��� �D��6D	O� �D���S	�	T�C@O' So since is semi-simple �X@ .

Lemma 12.3
Let be semi-simple and K an ideal. LetY �[ZL�G% \\\ �����#�B6D	E�I@ F!6X% ]^'
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Then � is an ideal and � � � as Lie algebras. Furthermore and � are
semi-simple.

Proof

Since

�����	��

����
���� � � ������
��	��
������ ��� 
 ��� � 
�� ��!� 

� is an ideal. Hence also " � is an ideal. Also

����� ��
����#
���� � � �����$
�� ��
����%� �&� 
 �!� 
$� � � 
��'� 

so " � is Abelian; hence " � �(� by lemma 12.2. This proves � � � as
Lie algebras. It follows that

��)) �
or
��)) � � is non-degenerate, hence by the remark

above is semi-simple.

Corollary 12.4

If is semi-simple then

� *+�-,.,.,/� 0
as Lie algebras, where * 
 ,1,., 
 0 are all the simple ideals of .

Proof

Clearly by lemma 12.3 we can decompose into a direct sum of simple ideals.
Now suppose 2 is a simple ideal different from 3 
54 � � 
 ,.,1,
687 Then" 39�:� ; 4=< but then

� 
 � 2 � 
 � �>� so �?�@7
For a Lie algebra the center is defined as

� A ��� )) � ��
���� ��� ; � � B 7
We then obviously have

Corollary 12.5

Let be semi-simple. Then

a) The center of is zero.

b) C� DFE � � 7 In particular is isomorphic to the Lie algebra of the Lie groupGIHKJL� � 2'MON � � 7
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Recall that in general ������� � does not have the topology induced from �
	�� ���
However, for semi-simple ������� � is a closed subgroup as we shall now see:

Let 
������ ������	�� � be the group of automorphisms of . This is clearly a closed
subgroup, and so is a Lie group. The Lie algebra is easily seen to be the set of
derivations, ������� ������� ��� ��� That is, ! is a derivation if

!#" $&%('*),+-".!/$0%�'*)213" $0%4!5'6)�% $0%�'87 �

By the Jacobi identity 9:�6� �;�<�����=� �>�

Proposition 12.6

If is semi-simple then 9:��� �?+ �����=� �(� In particular �����4� � is the identity
component of 
@����� �(�

Proof

The second statement clearly follows from the first. Now

" !&%A9:�B$0)C+D!FEG9:���H$I��JK9:���L$M�=EN!8+O9:���L!5$I�(%

hence +�9:�6� � is an ideal of ���P��� �(� Since Q+ the Killing form is non-degenerate
on � Let RK�S���P�=� � be the ideal of ���P�=� � “orthogonal” to under T . Then clearlyU RV+XW�� It follows that

" !&%�9:�B$&)Y+O9:���Z![$I�\+DW ]^$_7 %`!a7 R �

Hence !5$_+�W ];$ 7 % so R +bW which proves the proposition.

Proposition 12.7

Let be a Lie algebra with center and let � be a subalgebra such that
U +DW��

If is compactly embedded then Tdcc is negative definite.

In particular a semi-simple Lie algebra is compact iff T is negative definite.

Proof

By assumption we have a positive definite symmetric bilinear form e on invariant
under 9:�=� ��� For fg7 %�9:���Hf�� is therefore given by a skew-symmetric matrix with
respect to an orthogonal basis for e . Hence 9:�Bf has imaginary eigenvalues hjilkP%nmnmPmP%(h�iCo
and it follows that

TS�HfN%>f
�\+p�(�(9rqP�s�>�L9:�Nf��=E
�L9:�Bf@�>�\+ J
t�uYi vu�w W

unless 9:�Bf8+aW�% that is, unless f<7 U +xW��

Theorem 12.8
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Let � be a semi-simple Lie group with Lie algebra . Then � is compact iff is
compact.

Sketch proof
As remarked before � is trivial.� . It is clearly enough to consider � simply connected. Then the adjoint

homomorphism ����� �	��

����� �
is the universal covering and the kernel is the center � of ��� So we must prove that
if � is semi-simple and ����� is compact then � is finite. We can clearly give ����� a
bi-invariant metric, and it follows that the induced metric is bi-invariant, that ����� and
hence � is complete and that the geodesics of � through � are exactly the one-parameter
subgroups. Now suppose � is infinite and choose ����� � such that

! �"���$#%�&�'� ( # )*� (+�
Let ,-�.� such that /%,0�1/3254 and

687:9<; �=,0�-2+��� for some ; �>� �
By going to a subsequence we can assume that ?@,0�BA converges, i.e. let ,C2 DFEFG�IHKJ ,-�B�
One can then prove that L 9NM �O?P,QA�R is in the center of contradicting the semi-
simplicity of . We refer to Helgason [chapter II, § 6] for details.

Until now we have studied simple and semi-simple Lie algebras over � These
notions, of course, also make sense over � Now let be a real Lie algebra and let2 S be the complexification, i.e. as a real vector space 2 T U andV UW,X#YU
ZK[\2 ] V ,X#^Z�[�# V UW,_#YZ�[$2 V ,_#YUWZ�[$2`U V ,X#^Z�[1# ,X#^Za� �

Proposition 12.9
Let be a real Lie algebra.

a) is semi-simple iff is semi-simple.

b) Suppose is simple. Then is not simple iff is the underlying real Lie algebra
of a complex Lie algebra.

Proof
a) is straightforward.

b) First assume that is not simple and write

2 bcT+d�d�d&T ef# g�hi4j#
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as in corollary 12.4, where ����������� � are complex simple ideals in . For each�	��
 ���
������������� we consider the homomorphism of real Lie algebras ���	� � � defined
as the composition of the inclusion � and the projection onto the

�
-th factor.

Clearly ��� is non-zero and since is simple ��� is injective. In particular, for each
�
,

����� � �����  !���"� � �$# ����� �&%
It follows that � � � and

����� � � '( ���"� % Hence
�)�"� � � ���"�

and �*�+�
� � is an isomorphism over the reals. Thus is isomorphic to the real Lie algebra

underlying � .
On the other hand let be a complex Lie algebra and let be the underlying real Lie

algebra. Also let ,-� � be the -linear map given by multiplication by . /0� on %
Then the complexification

� 12�
has a non-trivial ideal consisting of all

elements of the form 304 � ,53-�63+7 � so indeed is not simple.

Definition 12.10

Let be a complex Lie algebra. A real form of is a subalgebra � of the underlying
real Lie algebra of such that

� � 1�� ��%

Equivalently a real form � is the set of fixed points for an anti-linear involution8 of the underlying real Lie algebra of . Here 8 � � is anti-linear if

8:9<;�=?> � ;@8:9A=?> � = 7 � ; 7 �
and ; is the complex conjugate of ; . 8 is called the conjugation of with respect to

. We state without proof (see Helgason [chapter 3 § 6]) the following:

Theorem 12.11

Every complex semi-simple Lie algebra has a compact real form.

We prove that the compact real form is unique in some sense. More generally
we have:

Proposition 12.12

Let � be a semi-simple real Lie algebra and let be the complexification. Let
be a compact real form of and let 8 and B be the conjugations of with respect to

0 and respectively. Then there is �27DCFEHG 9 > such that the compact real form �
is invariant under 8 .

Proof

Notice that the conjugation with respect to � is B ' � ��B��JI ' and that � is8 / invariant iff 8 B ' � B ' 8 %
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Since is compact we can define a Hermitian inner product ��������� on by

�	�
���
��� �������������
��� �
����� �
Now let � �! "� and it is easy to see that

�������
�
���#�	�$���%�&�'� �
����� �
Observe also that �(�)���*�,+.-/� Clearly the self-adjoint operator 0#�1��2 has positive
eigenvalues so that the one-parameter group of automorphisms

0435�7698�:4;=<?>A@�0#� ;'� �
is well-defined. It follows that 0 3 �CBEDGF/� ��� Again �(0 3 �H�#0I+ 3 �

We want to use 0�JK as L . So let � - �M0 3 ��0 + 3 � Then

 "� - �N O0 3 �(0 + 3 �N "�(0 +"2 3 �7��0 +"2 3
� -  ��N0P3��(0 + 3	 ��N0 2 3Q� +R- �N� +R- 0 2 35�7��0 2 3 +R-

Hence for ;S� -T �4 "� - �#� -  and the proposition is proved.

Corollary 12.13
Let be a complex semi-simple Lie algebra. If U and - are compact real forms

then there is an automorphism LV�WBEDXFY� � such that L UZ� - �

Proof
Let �[U and � - be the conjugations with respect to U and - respectively. By the

proposition we can assume that - is invariant under � U and so

- � U'\ -�] ��^ U/�R\ - �
But since � is negative definite on - and positive definite on ^ U we have ^ U�\ - �_

so UC� - �

Remark
It follows from this and the theorem 12.8 and 12.11 that the classification of compact

semi-simple simply connected Lie groups is equivalent to the classification of complex
semi-simple Lie algebras.

We now turn to the study of non-compact semi-simple Lie algebras and show that
this is closely related to the study of orthogonal involutive Lie algebras.

Let � U be a real semi-simple Lie algebra, let � U be the complexification
and let � be the conjugation with respect to U . Now let be a compact real form with
corresponding conjugation  of . By proposition 12.12 we can assume that  and �
commute or equivalently that U is  9� invariant. Then

U`� U ] UP� U`� U'\ � U`� U'\a^
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is the eigenspace decomposition of � with respect to � . This is called a Cartan
decomposition of � . Notice that

��� � is positive definite. It follows that the bilinear
form � defined on � by

� � ��� � �
	 � � ��� �
	 ��� � 	 ��
����
is positive definite and ����� ��
�� invariant. Therefore � is compactly embedded in
� if just ������� ��
 is closed in � �!� ��
#" But this is obvious since �$����� ��
 is the identity

component of the subgroup of �$�%�&� ��
 fixed by the involution ')(* �,+-'.+/�0"
Therefore the triple � � 	 � � � 	1��� ��
 has all the properties of an orthogonal invo-

lutive Lie algebra except that � may contain a non-zero ideal of � . This may very
well happen if � in the decomposition of corollary 12.4 contains a compact ideal. We
therefore restrict to simple Lie-algebras:

Corollary 12.14

If � is a non-compact simple real Lie algebra then there is a corresponding orthogo-
nal involutive Lie algebra � � 	 � 	 �2
436587�9�:;9=<>: ��� �8? � is a Cartan decomposition
of � . The bilinear form � is the restriction to � of the Killing form

�
.

Exercise 12.15

Show that a Cartan decomposition is unique up to isomorphism with an element@BA �$����� ��
#"
Example 12.16

Suppose is a complex semi-simple Lie algebra and let C be a compact real
form. Then it is easily seen that the underlying real Lie algebra of is also semi-simple
and that � ?ED is a Cartan decomposition � �FD 
�" Notice also that if is simple then
the underlying real algebra is also simple so this gives an example of corollary 12.14.
(In fact suppose C is a real ideal, then G,D and HID are complex ideals so by
simplicity � ?ED " But then J D 	 K CLD G ��� so also J 	 K ���=M hence J 	 K �N�
which contradicts the semi-simplicity of .)

Exercise 12.17

Describe the Lie algebra and its Cartan decomposition for the following non-
compact simple groups:

a) O%�P�RQ 	 
ES The group of QUTVQ matrices of determinant one.

b) SO �XW 	�Y 
 : The group of matrices of OZ�!�XW[H Y%	 
 which leaves invariant the sym-
metric bilinear form:

�]\_^#`Z^4�a\0b6`cbd�fege&ec�a\%h>`ih/HI\%h&jk^�`gh&jk^lHNege&e�HI\%h&jnmg`ih�jom�"
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c) ��������� 	�
 The group of matrices of ��
�������� 	 leaving invariant the alternating
bilinear form

��������������������������� �"!#������!$�%������!&�'!��)(*(+(,� ���-�.!/�0�%�1!/�-���32
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Chapter 13 THE STRUCTURE OF ORTHOGONAL
INVOLUTIVE LIE ALGEBRAS

In this chapter we shall reduce the classification of orthogonal involutive Lie algebras
(and equivalently of simply connected symmetric spaces) to that of compact simple
Lie algebras and their involutions. In particular we shall establish a duality between
symmetric spaces of compact and non-compact type generalizing the classical “duality”
between spherical and hyberbolic geometry.

Recall that an orthogonal involutive Lie algebra is a triple � ��������� where � is
an involution of the Lie algebra , and if and denote the 	�
 and ��
 eigenspaces
of � , then � is a positive definite symmetric bilinear form on . Furthermore � is
�� � � -invariant, is compactly embedded in and finally no non-zero ideal of is
contained in . Also � denote the Killing form on .

We need the following 3 lemmas:

Lemma 13.1

a. ��� � �������

b. ��� is negative definite.

c. If � � ����� 
�� � ��� invariant subspaces such that ��� � � �!�#"%$&�('*) � +,�
�-�

Proof

a) Clearly � is ��� invariant so ���/.0��12�3� �4���/.0�51#� for .�6 �7186 �
b) follows from proposition 12.7 provided does not contain any element in the

center of . But suppose . is such an element then 9;: 
�<�= .?> is a one-dimensional
ideal of contained in , which is a contradiction.

c) Let .*6 �7186 �A@B�C) .0��1D+ 6 � Then E �F)G1H�I@J+K6 � Hence

���L@4��@M�N�B����) .O��1�+P�I@M� �Q���/.0��ER�S�Q�

and hence @T�U� by b).

Lemma 13.2

Let � = @!6 �&)G@4� +,�Q�->V�
Then is an Abelian ideal contained in . Furthermore is semi-simple iff �B���

Proof
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is an ideal: In fact � � ����� by definition, and if �	� and 
�� then

��� �
��
���������� ������
����������
������� ����������
 �����!� for �"�
so � ����
#�$� .

Also % is an ideal so % � �!& On the other hand is '(� invariant so� % ) & Hence is Abelian.

It follows that if is semi-simple then �*� by lemma 12.2. On the other hand
suppose is not semi-simple. Then

�,+-�.� /10$2�������34�5�768�"� 9
is an ':� invariant ideal and by lemma 13.1, b) % ��� so ) & Hence by lemma
13.1, c), � � �;�*� so ) & Therefore non-zero gives <�*�=&

Lemma 13.3
Suppose is semi-simple. Then �>� � �@?BADCE2 �F':��G�3 is a maximal orthogonal

involutive Lie algebra.

Proof
Notice that if 2 �H':��GI3J) K!L � L':� LGNM and is semi-simple then also L is semi-

simple by lemma 13.2 because L � . It is therefore enough to prove �O� � ��� since
then also L � P L � L Q � � � �R� &

So let �.� � �TS ) & By the Jacobi identity � � �#) and clearly � � ��)
so is an ideal of . Let U be the orthogonal complement with respect to 0 . So� V U and P � U Q �W�!& In particular UX) �Y�!& Hence � &

Definition 13.42 �H':��GZ3 is called irreducible if it is not Euclidean and if does not contain a
proper [B\�2 3�� invariant subspace.

We can now prove:

Theorem 13.5
Let 2 �]':�FGZ3 be an orthogonal involutive Lie algebra. Then there is a decomposition

� ^FV _4V5`a`a`bV c
into a direct sum of ':� invariant ideals, such that there are corresponding decompositions

� ^FV _;V7`d`a`1V c
and � ^]V _4V5`a`a`bV c 2�G82 ef� g-3@���!�ih#<�kj!3
of and , and such that
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1. � ������� ����	
� ��� is Euclidean,

2. � 
������ 
���	
� 
������������ are irreducible and 
���������� are semi-simple.

Furthermore the decomposition is unique up to a permutation of the irreducible
factors.

Proof
Define ��� � by

� � �!�#"$�&%'	(�)�*�+�#",��� �+�#".- /
Then clearly � has real eigenvalues 01�2%43��50768�:98989:�#0<;��>=?�@3�/ Let � be the eigenspace
belonging to 01�A%B3 and let C
 be the eigenspaces belonging to 0D
!E%B3F� �HGI3�/
Clearly � and C
 �J�K%I���89:989L�M=�� are mutually orthogonal (with respect to 	 ). Each
C
 we split into an orthogonal sum of irreducible N�OP� �#Q invariant subspaces. So let
6��8989:9L� RK�KST��=U� be all these N�O7� �VQ invariant subspaces and let 0W6:�898989L�50DR be the

corresponding eigenvalues for � . By construction

% ��X 6YX 98989 X R
is an orthogonal direct sum with respect to 	 and since

� � C
 is a multiple of 	 we have

� � 
F� Z[�&%\3�� �2E%^]��_�M�)]`�@3�/
It follows by lemma 13.1, c) that

a 
7� Zcbd%43 �eE%^]��f����]H�@3�/
Now define


*% a 
d� 
gbih 
&� �>�j��/
By construction and by the Jacobi identity 
 are NkOP� �VQ invariant. Similarly

a 
d� Zcbd%\3l� �2E%^]J�m���j�n�o]H�@3�/
Hence 
p�q�r%f���:98989c�MS5� are ideals and

a 
7� Zcbd%\3 �2E%s]T�*�M��]H�j��/
For �t� �$� � � 
U% 0D
u	 with 0D
vE% 3 and

� � a 
W� 
wb is negative definite. Hence� � 
x�&�l�y��� is non-degenerate, i.e., 
 is semi-simple. Let

C % 6 X 989:9 X RM/
Then clearly C is a semi-simple ideal so if �+%fz[�m- � � �{�+� C �&%\3i| then %
� X Cg/
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Again � is an ��� invariant ideal and � ��� � by definition. Also let ��� � ���
Then � � �
	 � and since �
� ��� � ��� we conclude from lemma 13.1, c) that� � � � ��� so in particular � � � ��� � ��� � � � is Euclidean. This proves the existence
of a decomposition.

To prove the uniqueness first notice that � � ����������� � must necessarily be
eigenspaces for the operator  , so in particular the decomposition

� � 	 !"� where ! � �#	$�����%	 �&�
is unique. It follows that the decomposition of � � � �'�(� into a Euclidean and a semi-
simple part is unique. We can therefore assume semi-simple. Notice also that
� � � �)�(� is irreducible iff there is no decomposition � �*	 + into �,� invariant
ideals. It follows using corollary 12.4 that if � � � �)�(� is irreducible and is semi-
simple then either is simple, or -� 	 � with a simple ideal of and �
interchanges the factors. Therefore if is semi-simple with involution � it follows
easily from corollary 12.4 that has a unique decomposition into ��� invariant ideals
(up to a permutation) which proves the uniqueness of the decomposition in the theorem.

Remark
It follows from theorem 13.5 that if � � � �.�/� is an orthogonal involutive Lie

algebra then � � 	 ! with ! semi-simple and � a subalgebra of the Lie algebra of
the Euclidean group. Hence by corollary 12.5 is the Lie algebra of some Lie group.
This proves proposition 11.11.

Using the 1–1 correspondence between orthogonal involutive Lie algebras and
simply connected symmetric spaces we can also give a geometric formulation of theorem
13.5: We say that a simply connected symmetric space is irreducible if the corresponding
orthogonal involutive Lie algebra is irreducible.

Theorem 13.6
A simply connected symmetric space 0 has a unique decomposition

0 �102�4350 � 3 ����� 350 �6� 7.8 � �
such that 02� is some Euclidean space and 0:9 �';�< � � is irreducible.

In particular 0 is irreducible iff 0 is not Euclidean and does not factorize into a
product of symmetric spaces.

We shall now investigate the irreducible orthogonal involutive Lie algebras. For
this we introduce the notion of “duality”:

Suppose � � � �)�/� is an orthogonal involutive Lie algebra. Let be the complex-
ification of , and let � also denote the extension of the involution to � As usual �
	 and consider the real vector space

= � 	>; ? �
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�
is clearly an ��� invariant subalgebra of � Define

� �
on � by� ���	��

����� � � � ��
 � ����
 ��
���� 


and let � � � ��� � � Then it is straightforward to see that� 
 � 
 � � � ��� ��
 � ��
 � ���
is again an orthogonal involutive Lie algebra.

� � 
 � � 
 � � � is called the dual of� 
 � 
 � � � Obviously � 
 � 
 � � ��� ��� 
 � 
 � �

Lemma 13.7

1. If � 
 � 
 � ���  "! � ! 
 � ! 
 � ! �
as in theorem 13.5, then� �#
 � ��
 � �$���  %! � � 
 � �! 
 � �! �

2.
� 
 � 
 � � ��&� � 
 � 
 � �(' ) � 
 � 
 � � is Euclidean.

3.
� 
 � 
 � � is irreducible iff

� � 
 � � 
 � � � is irreducible.

4. If
� 
 � 
 � � is irreducible then precisely one of or

�
is compact.

Proof
1) and 3) are obvious.

4) By the proof of theorem 13.5, * � � + � 
 + ,� - � Hence * � � �
� + � 


so either * � or * � � is negative definite (and not both are). Now by lemma
13.1 * � is negative definite so 4) follows from proposition 12.7.

2) If
� 
 � 
 � � is isomorphic to its dual, then it cannot have any irreducible factors

by 4).

Definition 13.8
If is compact then

� 
 � 
 � � and the associated symmetric space . is said to
be of the compact type. If is not compact then

� 
 � 
 � � and . are said to be of
the non-compact type.

Remark
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By theorem 12.8 a symmetric space of the compact type is in fact a compact space.

The compact and non-compact types are also distinguished by the sectional cur-
vature:

Proposition 13.9

Suppose � is an irreducible symmetric space with associated orthogonal involutive
Lie algebra � �������	� . Let be identified with the tangent space 
��
� at the point � .
Then the sectional curvature for a two plane ��� is given by

� �
��������������� �����! "�#� �$���% &���

where '(�����*) is an orthonormal basis for � and �,+�.-0/21435/7698;:=<?>@�A�$B �C�*D
In particular

� �������FEG- or HG- according to whether � is of the compact or
non-compact type.

Proof

As noticed above there is �I+�J- such that �A�$B �J�KD Then

� �
������� LA�K��M	�N�$���*�������*�����A�O�P�Q� �����! R�S�� R�P�*�
���A�O�P� �$���% N�T� �����! U�PD

Now � �$���% WV and �$B is negative definite. Hence
� ������� and � have opposite sign

and since � is of the compact type iff �YX�- this proves the proposition.

Remark

One can prove that if � is simply connected and has non-positive sectional
curvature then Z;[
\ ��] 
��
���C�_^ � is a diffeomorphism (see e.g. Helgason [chapter I,
§ 13] or Milnor, [theorem 19.2]). In particular a simply connected symmetric space of
the non-compact type is diffeomorphic to Euclidean space.

We now have the following classification of the irreducible orthogonal involutive
Lie algebras:

Theorem 13.10

The irreducible orthogonal involutive Lie algebras � ���5���*� fall into the following
4 disjoint classes:

I. is a compact simple Lie algebra, � is an automorphism of order 2, �C���`�$B �a�$X
-�D

II. � bdcebe�fb is a compact simple Lie algebra, ���U�$���K�g� �R�h�P�i�A�j����� V
b k9:ml �n�o�A�$B �#�.Xp-�D
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III. is a non-compact simple Lie algebra and is simple. � �
is a Cartan

decomposition and �������	� 
��
�����

IV. is the underlying real Lie algebra of a complex simple Lie algebra, and is
a compact real form. Again � ���

is a Cartan decomposition with ��
and �������	� 
��������

Classes I and II are the ones of compact type and classes III and IV are the ones
of non-compact type. Furthermore duality interchanges class I and III and interchanges
class II and IV.

Proof
Since in all these classes cannot be decomposed into smaller ��� invariant ideals,� 
���
�� � is irreducible in all cases. Also it is clear from the above that �!�����"�

with �$#�� in the compact cases and �%�&� in the non-compact cases.

Now suppose
� 
'�(
�� � is irreducible and is compact semi-simple. Then as

remarked in the proof of the uniqueness of the decomposition in theorem 13.5, either
is simple in which case we are in class I, or �*) � ) where ) is a simple ideal and
� interchanges the factors. Since is compact also ) is compact and we are in class II.

Also it follows using proposition 12.9 that

+-,/.0+1+2+
and

+1+ , .0+-3 

and that III and IV are disjoint.

By duality every irreducible orthogonal involutive Lie algebra with non-compact
is either in I* or II* hence either in III or IV and it follows that I* = III and II* =
IV. This ends the proof.

An irreducible symmetric space is of course said to be of class I, II, III or IV
according to the class of the associated orthogonal involutive Lie algebra. Thus the
symmetric spaces of class II are exactly the simply connected simple compact Lie groups
with a bi-invariant metric. By duality the classification of these is equivalent to the
classification of complex simple Lie algebras, which is given by the so-called Dynkin-
diagrams (see e.g. Humphreys [3]). For a complete classification of the symmetric
spaces of class I (or by duality of class III) see e.g. Helgason [chapter 10, § 6] or Wolf
[chapter 8, § 11]. Notice that this also gives a classification of the non-compact simple
Lie-algebras by corollary 13.13 and the exercise 12.15.

Exercise 13.11
Each Cartan decomposition of the Lie algebras considered in exercise 12.17 gives

rise to an irreducible symmetric space of type III. Describe in each case the correspond-
ing dual symmetric space of the compact type I.
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