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Introduction

These notes are based on a series of lectures given at Matematisk Institut, Aarhus
Universitet, in the fall af 1968.

They are intended as an introduction to the subject presupposing only some
general topology, linear algebra and basic analysis.

The main line is that of M. F. Atiyah [7], only the definition of a vector bundle
is changed half the way, suggested by D. W Anderson [4] and M. Karoubi [21]. Our
projection bundle is a vector bundle in the sense of Anderson.

The proof of the periodicity is that of Atiyah and Bott [11] with the modification
suggested by Atiyah [6]. Only the basic complex K-theory is developed. Neither
real, symplectic nor equivariant K-theory is touched upon. Also the important
representation of relative K-theory by complexes of vector bundles is skipped.

Therefore, literature for further study is included among the references.

Århus, December 1968 Johan Dupont

Special thanks to Toki Schnoor Kruse for retyping the original manuscript in LATEX,
and to Lars Madsen for copy-editing it.

Århus, November 2009 Johan Dupont
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Chapter 1

Vector Bundles

1.1 Basic definitions

Unless otherwise specified, all vector spaces considered are finite dimensional com-
plex vector spaces. We leave it to the reader to carry through all constructions with
real or quaternionic vector spaces when possible.

Definition 1.1. Let X be a topological space. A family of vector spaces over X
is a topological space E, together with:

(1) a continuous map p : E → X

(2) a finite dimensional vector space structure on each

Ex = p−1(x) for x ∈ X

compatible with the topology on Ex induced from E.

The map p is called the projection map, the space E is called the total space and
X is called the base space of the family, and if x ∈ X , Ex is called the fibre over x.

Definition 1.2. Let p : E → X and q : F → X. A homomorphism ϕ from (E, p)
to (F, q) is a continuous map ϕ : E → F such that:

(1) q ◦ ϕ = p

E
ϕ

p

F

q

X

(2) for each x ∈ X ϕx : Ex → Fx is a linear map of vector spaces.

So we can talk about the category of vector space families over X. An isomor-
phism is a homomorphism with an an inverse homomorphism (which is continuous
by definition).

1



2 Chapter 1. Vector Bundles

Example 1.3. Let V be a vector space, and let E = X × V , p : E → X be the
projection on to the first factor. E is called the product family with fibre V . A
family which is isomorphic to a product family is called a trivial family, and the
isomorphism is called a trivialization.

If Y is a subspace of X, and if (E, p) is a family of vector spaces over X,
p : p−1(Y ) → Y is clearly a family over Y . This is called the restriction of E to Y
and denoted by E|Y .

Now if X and Y are two spaces and f : Y → X is a continuous map we define
the induced family (f ∗(E), f ∗(p)) by:

f ∗(E) ⊆ Y × E

is the subspace of points (y, e) such that f(y) = p(e). f ∗(p) is the restriction to
f ∗(E) of the projection Y × E → Y .

We also call f ∗(E) the pull-back of E under f .

Exercise 1.4.
(1) f ∗ is a covariant functor from the category of families over X to the category

of families over Y .

(2) If f : Y → X, g : Z → Y then the functors g∗ ◦ f ∗ and (fg)∗ are naturally
equivalent.

(3) Y ⊆ X, i : Y → X, the injection, then i∗ is naturally equivalent to the
restriction functor: E → E|Y .

Remark 1.5. For the concepts Category, Functor and natural equivalence we refer
to S. MacLane [22], ch. I § 7–8.

Until now our families of vector spaces are not supposed to have much structure
which relates the fibres over neighbouring points. If V is a vector space Hom(V, V )
has a natural topology defined by the norm of the operators. P(V ) ⊆ Hom(V, V ) is
the subspace of projection operators in V , i.e. π ∈ P(V ) iff π2 = π.

Definition 1.6. Let X be a topological space. A projection bundle over X is a
continuous map π : X → P(V ), where V is some finite dimensional vector space.

A projection bundle defines a family of vector spaces over X in the following
way: E ⊆ X × V is the subspace of points (x, v) such that πxv = v. p : E → X is
the restriction of the projection onto X. This family is called the embedded vector
bundle belonging to (V, π).

Example 1.7.
(1) In Rn consider

Sn−1 = {x ∈ Rn | ‖x‖ = 1}

τ : Sn−1 → P(Rn), τ(x)v = v − (x, v)x.

This defines a real embedded vector bundle called the tangent bundle of Sn−1.
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(2) Let V be a finite dimensional complex vector space with a hermitian structure.

P (V ) = {V \ {0}}
/
{v ∼ λv | v ∈ V, λ ∈ C \ {0}}

is called the “complex projective space of V ”. v ∈ V v 6= 0 determines a unique
point {v} ∈ P (V ).

π : P (V ) → P(V ), π(v)w = (w, v)
v

(v, v)

The corresponding embedded vector bundle is called the dual Hopf bundle and
is denoted H∗.

(3) The analogous construction in the real case gives for V = R2 a bundle over
S1 ∼= P (R2) (the homeomorphism S1 → P (R2) is defined by

(cos θ, sin θ) →

{

cos
θ

2
, sin

θ

2

}

, −π ≤ θ ≤ π).

This bundle is isomorphic to the Möbius bundle: The fibre over [cos θ, sin θ] is
the line in R3 spanned by (cos θ

2
cos θ, cos θ

2
sin θ, sin θ

2
).

In view of Example (3) it is natural to consider the vector bundles independently
from the defining projection bundle.

Definition 1.8. A vector vector bundle (E, p) over X is a family of vector spaces
over X isomorphic to an embedded vector bundle.

Proposition 1.9. Let f : Y → X be a continuous map and (E, p) a vector bundle
over X, then

(f ∗(E), f ∗(p))

is a vector bundle over Y .

Proof. Let π : X → P(V ) define an embedded bundle E
′

⊆ X × V and let

ϕ : E → E
′

, ϕ−1 : E
′

→ E.

Consider the projection π2 : X × V → V .
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π ◦ f : Y → P(V ) defines an embedded bundle E
′′

⊆ Y × V . Now define
ψ : f ∗(E) → E

′′

by

ψ(y, e) = (y, π2 ◦ ϕ(e))

and ψ
′

: E
′′

→ f ∗(E) by

ψ
′

(y, v) = (y, ϕ−1(f(y), v)).

ψ and ψ
′

are clearly homomorphisms and each others inverse. �

For convenience we will denote a vector bundle (E, p) by the total space E.
A vector bundle has the important property af being locally trivial ; we state

this as

Proposition 1.10. Let E be a vector bundle over X, x ∈ X. There exists a neigh-
bourhood U of x such that E|U is trivial.

Obviously we only have to show this for an embedded vector bundle, and in that
case the statement follows from the following lemma.

Lemma 1.11. Let V be a finite dimensional vector space. π1, π2 projections in V
with Vi = πiV where i = 1, 2. If ‖π1−π2‖ < 1 then π1 : V2 → V1 is an isomorphism.

Proof. Put A = π1 − π2 then I + A has an inverse B,

B =

∞∑

i=0

(−1)iAi

(I −A)(π2v) = (I + π1 − π2)(π2v) = π1π2v, so I + A|V2 = π1|V2 and therefore

π1 : V2 → V1

is injective and consequently dimV2 ≤ dimV1. Interchanging π1 and π2 we get
equality, and therefore π1 is also onto. �

Let us now return to the proof of Proposition 1.10.

Proof of Proposition 1.10 Consider a projection bundle π : X → P(V ) and a point
x0 ∈ X. Let U be a neighourhood of x0 contained in

π−1{π
′

| ‖π
′

− π(x0)‖ < 1}.

Let I + A, B : U × V → U × V be defined by

I + A(x, v) = (x, (I + πx0 − πx)v)

B(x, v) = (x, (I + πx0 − πx)
−1v)

I + A is clearly continuous and B is because the map GL(V ) → GL(V ), which takes
an operator to its inverse, is continuous. I + A and B induce isomorphisms between
the embedded bundle defined by π|U and the product bundle U × πx0V . �
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Actually the property of being locally trivial characterizes the vector bundles over
a compact Hausdorff space. We do not need this fact, but we show the importance
of local triviality by the following study of homomorphisms.

Proposition 1.12. Let ϕ : E → F be a homomorphism of vector bundles over X
such that ϕx : Ex → Fx is an isomorphism of vector spaces. Then ϕ−1 is continuous,
i.e. ϕ is an isomorphism.

Proof. Clearly ϕ is an bijection, so we need only to consider ϕ locally. So assume
without loss of generality that E = X × V and F = X ×W , where V and W are
vector spaces of the same dimension.

ϕ determines a map Φ: X → Hom(V,W ) by

ϕ(x, v) = (x,Φ(x)(v)).

Hom(V,W ) has the topology determined by the operator norm. This is the same
as the topology induced from the hermitian norm defined in the following way:

Choose bases {ei} and {fj} for V and W respectively; then Φ ∈ Hom(V,W ) has
coordinates Φij determined by

Φei =
∑

j

Φijfj.

So if ϕ is continuous, then x 7→ Φ(x)ij is clearly continuous and therefore x 7→ Φ(x)
is continuous.

Now Iso(V,W ) is open in Hom(V,W ) because

Iso(V,W ) = det−1(C \ {0})

and Φ → Φ−1 defines a continuous map in Iso(V,W ). Therefore x 7→ Φ(x)−1 is
continuous and

ϕ−1(x, w) = (x,Φ(x)−1w)

defines a continuous map. �

Proposition 1.13. Let ϕ : E → F be a homomorphism of vector bundles over X.
The set U of points x ∈ X such that ϕx : Ex → Fx is an isomorphism, is open in X

Proof. Clearly we only need to consider a neighbourhood of a point x0 ∈ U . So
again without loss of generality we have

E = X × V, F = X ×W

ϕ(x, v) = (x,Φ(x)(v)), (x, v) ∈ X × V

where Φ: X → Hom(V,W ) is continuous. This gives us that U = Φ−1(Iso(V,W ))
is open because Iso(V,W ) is open in Hom(V,W ). �
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In the examples of projection bundles mentioned in this section all projections
were orthogonal. In general every embedded vector bundle is defined by orthogonal
projections.

In fact if π : X → P(V ), and V has a hermitian structure, let π⊥
x be the orthogo-

nal projection onto πxV ; x 7→ π⊥
x is a projection bundle defining the same embedded

vector bundle. This is a consequence of

Lemma 1.14. For π ∈ P(V ) let π⊥ be the orthogonal projection onto πV . The
map ⊥ sending π into π⊥ is continuous.

Proof. (Gram-Schmidt) Induction on dim πV :
(1) dim πV = 0 is trivial.

(2) dim π0V > 0.
Consider e0 ∈ π0V with ‖e0‖ = 1. The set

U = {π|‖π − π0‖ < 1}

is open in P(V ). For π ∈ U is dim πV = dim π0V . Hence we only need to
consider ⊥ restricted to U . πe0 6= 0. Define Qπ by

Qπv = πv − (πv, πe0)
πe0

‖πe0‖2

Qπ ∈ P(V ), QπV ⊆ πV , πe0 ⊥ QπV and clearly

πV = QπV + {πe0}.

Hence denoting the orthogonal projection onto {πe0} by Pπe0 we get

π⊥ = Q⊥
π + Pπe0 .

By induction, the map Qπ 7→ Q⊥
π is continuous, and the maps π 7→ Qπ and

π 7→ Pπe0 are clearly continuous. �

This lemma also has another consequence:

Definition 1.15. Let V be a finite dimensional vector space and let

Gn(V ) = {W ⊆ V | W subspace of dimension n}.

If V is given a hermitian structure, we can identify W ⊆ V with the orthogonal
projection onto W . The norm topology in P(V ) then defines the topology in Gn(V ).
Lemma 1.14 shows that the topology does not depend on the choice of hermitian
structure.

Gn(V ) is called the “Grassmann manifold” of n-planes in V .

En(V ) = {(W, v) ∈ Gn(V )× V | v ∈ W}

constitute clearly an embedded vector bundle, called the universal bundle over
Gn(V ). For n = 1 G1(V ) = P (V ) and E1(V ) = H∗.
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Proposition 1.16. Every bundle over a connected space is isomorphic to a bundle
induced from a universal bundle. Specifically if π : X → P(V ) is a projection bundle
n = dim πxV and f(x) = πxV ∈ Gn(V ); then (if we identify x ∈ X with (x, f(x)) ∈
X ×Gn(V )) the corresponding vector bundle is

f ∗En(V ).

Note that n is well defined because dimEx is locally constant in x by Propo-
sition 1.10 and therefore constant on the whole of X. In general if dimEx = n is
constant, we say that E is an n-dimensional bundle.

We conclude this section with a remark concerning hermitian structures on a
vector bundle. First define

E ⊕ E =
⋃

x

Ex ×Ex

with the topology induced from E ×E. A hermitian structure is a continuous map

h : E ⊕ E → C
such that h restricted to Ex × Ex is a hermitian structure.

If E is an embedded vector bundle in V ×V and we give V a hermitian structure,
this also defines a hermitian structure on E. As a consequence every vector bundle
can be given a hermitian structure.

Exercise 1.17. If E is a vector bundle with a hermitian structure, then E is lo-
cally isomorphic to a product bundle in such a way that, if ϕ : E|U → U × V is a
trivialization, then ϕx is unitary for all x ∈ X.

1.2 Operations on vector bundles

We start with some linear algebra. In the category of finite dimensional vector
spaces and linear maps there are some important functors:

V ⊕W direct sum (1.1)

V ⊗W tensor product (1.2)

Hom(V,W ) (1.3)

V ∗ dual space (1.4)

λi(V ) ith exterior power . (1.5)

(1.1) : V ⊕W is the vector space consisting of pairs (v, w) where v ∈ V and w ∈ W .

(1.2) : V ⊗W =
∐

(v,w)∈V ×W

C(v, w) / R
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R = the subspace spanned by all elements of the form

λ(v, w)− (λv, w), λ(v, w)− (v, λw)

((v + v
′

), w)− (v, w)− (v
′

, w), (v, (w + w
′

))− (v, w)− (v, w
′

)

where λ ∈ C, v, v
′

∈ V and w,w
′

∈ W . The image of (v, w) in V ⊗W is denoted
v ⊗ w.

The tensor product has the following universal property: Let ϕ : V ×W → V ⊗W
be the bilinear map ϕ(v, w) = v ⊗ w. If ψ : V ×W → U , where U is some vector
space such that ψ is bilinear, then there exist a unique linear map ψ : V ⊗W → U
such that the following diagram commutes:

V ×W
ϕ

ψ

V ⊗W

ψ

U

The tensor product is a functor which is covariant in both variables. The uni-
versal property determines the tensor product uniquely up to isomorphism; but we
have given the explicit definition in order to secure the functoriality.

(1.3) and (1.4) need not any comments except that Hom(−,−) is contravariant in
the first and covariant in the last variable.

(1.4): Define

T (V ) =
∞∐

i=0

V ⊗ · · · ⊗ V
︸ ︷︷ ︸

i times

=
∞∐

i=0

V ⊗i

The 0-th term is C. T has a product:

(v1 ⊗ · · · ⊗ vi)(w1 ⊗ · · · ⊗ wj) = v1 ⊗ · · · ⊗ vi ⊗ w1 ⊗ · · · ⊗ wj.

In T (V ) we consider the ideal J generated by elements of the form v ⊗ v.

Λ∗(V ) = T (V )/J .

The image of V ⊗i in Λ∗(V ) is denoted λi(V ).

T (V ) is called the tensor algebra of V .
Λ∗(V ) is called the exterior algebra of V .
λi(V ) is called the i-th exterior power of V .

The image of v1 ⊗ · · · ⊗ vi in λi(V ) is denoted v1 ∧ · · · ∧ vi. λi is clearly a functor.

Proposition 1.18.
(1) If {e1, . . . , en} and {f1, . . . , fm} are bases of V and W , then

{ei ⊗ fj}i,j

is a basis of V ⊗W .
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(2) (a) V ⊗W ∼= W ⊗ V .

(b) V ⊗ (U ⊗W ) ∼= (V ⊗ U)⊗W .

(c) V ⊗ (U ⊕W ) ∼= V ⊗ U ⊕ V ⊗W .

All isomorphisms are natural.

(3) Hom(V,W ) ∼= V ∗ ⊗W naturally.

(4) (a) λ0(V ) = C, λ1(V ) = V , λi(V ) = 0 for i > dimV .

(b) If V is n-dimensional then dimλn(V ) = 1. If A : V → V is linear, then

λn(A) : λn(V ) → λn(V )

is multiplication by det(A). In general, the coefficients of the character-
istic polynomial det(tA− I) is tr(λi(A)).

(c) If {e1, . . . , en} is a basis of V , then

{ej1 ∧ ej2 ∧ · · · ∧ eji}1≤j1<j2<···<ji≤n

is a basis of λi(V ).

(5)

λk(V ⊕W ) ∼=
∐

i+j=k

λi(V )⊗ λj(W ) naturally.

Proof. (1) It is easy to see that the bilinear map C×C→ C given by (x, y) 7→ xy
induces an isomorphism C⊗C→ C. The statement is a consequence of this together
with (c).

(2) Is proved by general nonsense using universal properties etc.

(3) Define ϕ : V ∗ ⊗W → Hom(V,W ) by ϕ(f ⊗ w)(v) = f(v)w. Let us show that
ϕ is onto: {e1, . . . , en} is a basis of V . Define ki ∈ V ∗ by ki(

∑

j ajej) = ai. If
ψ ∈ Hom(V,W ), then ψ = ϕ(

∑

i ki ⊗ ψ(ei)), and counting dimensions gives the
result.

(4) (a) By linearity and anticommutativity we see that every class in λi(V ) is
a linear combination of the classes given in part (c). In particular, we get that
λi(V ) = 0 if i exceeds the dimension of V .

(b) It follows from (a) that λn(V ) is generated by e1 ∧ e2 ∧ . . . en. So unless this
vectorspace is trivial, it has dimension 1. We can as well assume that V equals Cn.
Then, the determinant gives a multilinear map V × V × · · · × V → C. This gives
a linear map V ⊗n → C. Since this determinant vanishes if two of the vectors are
equal, the determinant factors over λn(V ). So this vector space is non trivial, and
the single class e1 ∧ e2 ∧ · · · ∧ en spans it.

(c) The classes in question span λi(V ), so we have to check that they are linearly
indedent. Let {e1, . . . , en} be a basis of V and put

Vk = span{e1, . . . , ek}
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We have seen that λk(Vk) is 1-dimensional. We want to show that

λi(Vn−1) ∩ λ
i−1(Vn−1) ∧ en = 0.

Assume

A = B ∧ en A ∈ λi(Vn−1), B ∈ λi−1(Vn−1)

Write

B =
∑

ai1...ii−1
ei1 ∧ · · · ∧ eii−1

The summation is over all i1 . . . ii−1 satisfying 1 ≤ i1 < · · · < ii−1 < n. For fixed
i1 . . . ii−1 let j1 . . . jn−i < n such that

ei1 ∧ · · · ∧ eii−1
∧ · · · ∧ ejn−i

= ±e1 ∧ · · · ∧ en−1

Then

A ∧ e1 ∧ · · · ∧ en−1 ∈ λn(Vn−1) = 0.

Hence

±ai1...ii−1
e1 ∧ · · · ∧ en = 0

and therefore is B = 0. We have actually shown

λi(Vn) = λi(Vn−1)⊕ λi−1(Vn−1) ∧ en

or

λi(Vn) ∼= λi(Vn−1)⊕ λi−1(Vn−1).

By the triangle of Pascal is dimλi(Vn) =
(
n
i

)
.

(5) Define a map from right to left and show that it is an epimorphism. The result
again follows by counting dimensions. �

We now turn to the main problem of this section: We want to extend these
functors to the category of vector bundles over a space X. We restrict to functors
of one variable only, and leave the obvious generalizations for functors of several
variables to the reader.

Let T be a covariant functor in the category of vector spaces end linear maps.
We say that T is continuous if

T : Hom(V,W ) → Hom(TV, TW )

is continuous.
If π ∈ P(V ), denote by i the inclusion πV → V then π = i◦π where π : V → πV .

Now T (π) is a projection in T (V ) and T (i) is injective because

T (π) ◦ T (i) = T (π ◦ i) = IdπV .
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T (π)T (V ) = T (i)T (πV ) so in the following we will not distinguish between T (π)T (V )
and T (πV ).

Let E be a vector bundle over X i.e

E =
⋃

x∈X

Ex

and put

T (E) =
⋃

x∈X

T (Ex)

The problem is to give T (E) a reasonable topology. If ϕ : E → E
′

is an isomor-
phism and E

′

is an embedded vector bundle defined by π : X → P(V ), then

T (ϕ) =
⋃

x∈X

Tϕx : T (E) → T (E
′

) ⊆ X × T (V )

is a bijection. T (E
′

) has a natural topology induced from X ×T (V ) and is actually
an embedded vector bundle defined by

T ◦ π : X → P(T (V ))

This analysis forces T (E) to have the topology arising from requiring T (ϕ) to be a
homeomorphism. We have to show that this topology is independent of the choice
of E

′

and ψ:

Lemma 1.19. Let

π1 : X → P(V )

π2 : X → P(W )

be a projection bundles defining the embedded vector bundles E1 and E2 respectively.
Let

ϕ : E1 → E2

be a bundle homomorphism and T a continuous functor. Then

Tϕ =
⋃

x∈X

Tϕx

defines a bundle homomorphism from

TE1 =
⋃

x∈X

TE1x to TE2 =
⋃

x∈X

TE2x.
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Proof. Let i2 : E2 → X ×W be the inclusion.

ϕ : X × V → X ×W

defined by

ϕ(x, v) = i2ϕ(x, π1xv)

is clearly continuous.

ϕ|E1x
= ϕx : E1x → E2x.

ϕ defines a continuous map

Φ: X → Hom(V,W ), T ◦ Φ: X → Hom(TV, TW )

is continuous, and this corresponds to

Tϕ : X × TV → X × TW ; Tϕ|TE1
= Tϕ,

which is therefore continuous. �

The topology of T (E) is now easily shown independent of E
′

: Let ϕ1 : E → E
′

and ϕ2 : E → E
′′

be two isomorphisms, where E
′

and E
′′

are embedded vector
bundles.

ψ = ϕ2ϕ
−1
1 , ψ−1 = ϕ1ϕ

−1
2

are homomorphisms, for which we can apply Lemma 1.19. So

Tψ =
⋃

x∈X

Tϕ2xTϕ
−1
1x , Tψ−1 =

⋃

x∈X

Tϕ1xTϕ
−1
2x

are both continuous and each others inverse.

TE ′

TψT (E)

Tϕ1

Tϕ2

TE ′′

Tψ−1

Also by Lemma 1.19 it is clear that T is well defined on homomorphisms. We
have actually shown:

Theorem 1.20. If T is a continuous functor in the category of vector spaces and
linear maps, there exist a unique functor T in the category of vector bundles over a
space X such that

(1) TE =
⋃

x∈X TEx, and if ϕ : E → E
′

is a homomorphism, then

Tϕ =
⋃

x∈X

Tϕx.
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(2) T (X × V ) = X × TV.

Furthermore if f : Y → X is a continuous map, then the functors

f ∗ ◦ T T ◦ f ∗

are naturally equivalent.

Exercise 1.21. If T and T
′

are continuous functors in the category of vector spaces
and

η : T → T
′

a natural transformation, then η extends to a natural transformation between the
corresponding functors in the category of vector bundles over X. Especially if T and
T

′

are naturally equivalent then also the extended functors are naturally equivalent.

As a consequence of Theorem 1.20 we have the following functors on vector
bundles over a space X:

E ⊕ F (1.6)

E ⊗ F (1.7)

Hom(E, F ) (1.8)

E∗ (1.9)

λi(E) (1.10)

From Exercise 1.21 and Proposition 1.18 we get the natural equivalences:

(1) E ⊗ F ∼= F ⊗ E.

(2) E ⊗ (F ⊗G) ∼= (E ⊗ F )⊗G.

(3) E ⊗ (F ⊕G) ∼= E ⊗ F ⊕ E ⊗G.

(4) Hom(E, F ) ∼= E ⊗ F .

(5) (a) λ0(E) ∼= X ×C.

(b) λ1(E) ∼= E.

(c) λi(E) = 0 for i > n, if E has dimension n.

(6) λk(E ⊕ F ) ∼=
∐

i+j=k λ
i(E)⊗ λj(F ).

Exercise 1.22.
(1) Let E be a vector bundle over X and F a vector bundle over Y . Then E × F

is a vector bundle over X × Y which is isomorphic to p∗1E ⊕ p∗2F , where
p1 : X × Y → X and p2 : X × Y → Y are the projections.

(2) If ∆: X → X ×X is the diagonal, then for any bundles E and F over X we
have

E ⊕ F ∼= ∆∗(E × F ).
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Remark 1.23. E ⊕ F is often called the Whitney sum of E and F .

Definition 1.24. A section s of a vector bundle E is a continuous function s : X → E
such that p ◦ s = IdX .

Exercise 1.25.
(1) The set of all sections of E is a vector space denoted Γ(E).

(2) There is a 1–1 correspondence between the section of Hom(E, F ) and homo-
morphisms from E to F .

We conclude with some lemmas for technical purpose later on.

Proposition 1.26. Let

π1 : X → P(V )

π2 : X → P(W )

define embedded vector bundles E1 and E2 and let ϕ : E1 → E2 be an isomorphism.
Consider E1 and E2 as subspaces of X×(V ⊕W ). Then there exists an isomorphism

ψ : X × (V ⊕W ) → X × (V ⊕W )

such that ψ|E1 = ϕ.

Proof. As in the proof of Lemma 1.19 ϕ defines

Φ1 : X → Hom(V,W )

and ϕ−1 defines

Φ−1 : X → Hom(W,V )

Define ψ by the map X → Hom(V ⊕W,V ⊕W ) defined by the matrix
(
1− π1 Φ−1

Φ1 1− π2

)

ψ2 = Id so is clearly an isomorphism. �

The next lemma uses the

Tietze Extension Theorem. Let X be a normal space, Y ⊆ X a closed subspace,
V a vector space, and f : Y → V a continuous map. Then there exists a continuous
map g : X → V such that

g(y) = f(y) for y ∈ Y.

Lemma 1.27. Let X be a normal space, Y ⊆ X a closed subset, and E a vector
bundle over X. Then any section s : Y → E can be extended to X.
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Proof. Without loss of generality E is embedded defined by π : X → P(V ). So
actually

s(y) = (y, sy) for y ∈ Y, s : Y → V.

We extend s to t : X → V and put

t(x) = (x, πxt(x))

Then t is an extension of s. �

Using this lemma on the vector bundle Hom(E, F ) we get from Proposition 1.13:

Corollary 1.28. Let X be a normal space, Y ⊆ X a closed subspace and E,F two
vector bundles. If ψ : E|Y → F|Y is an isomorphism, then there exists an open set
U ⊇ Y and an extension ϕ : E|U → F|U , which is an isomorphism.

1.3 Sub-bundles and quotient bundles

Definition 1.29. Let (E, p) be a vector bundle over X; F ⊆ E is a sub-bundle of
E if (F, p) itself is a vector bundle such that Fx is a subspace of Ex for all x

Definition 1.30. ϕ : F → E is a monomorphism (respectively epimorphism) if for
all x ϕx : Fx → Ex is monomorphic (respectively epimorphic).

Definition 1.31. ϕ : F → E is said to be a strict homomorphism if dim kerϕx (and
so dim Imϕx) is locally constant.

In fact not every homomophism is strict:

Example 1.32.

X = S1 = {x ∈ R2 | ‖x‖ = 1},

F = tangent bundle of S1,

E = S1 × {x ∈ R2 | x2 = 0},

ϕ is the projection in R2 along {x | x1 = 0}.

E

F

F

F

ϕ

ϕ
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Proposition 1.33. Let ϕ : X × V → X ×W be a strict homomorphism; then the
families

⋃

x∈X

kerϕx and
⋃

x∈X

Imϕx

are embedded vector bundles.

Before proving this we draw some immediate consequences.

Corollary 1.34. Let ϕ : E → X ×W be a monomorphism; then
⋃

x∈X

Imϕx

is an embedded vector bundle. Especially every subbundle of a trivial bundle is
actually embedded.

Proof. Without loss of generality E is an embedded vector bundle defined by π : X →
P(V ). Apply proposition 1.33 to the homomorphism

ϕ : X × V → X ×W

defined by

ϕ(x, v) = ϕ(x, πxv). �

Corollary 1.35. Let ϕ : F → E be a strict homomorphism; then

(1)
⋃

x∈X kerϕx is a sub-bundle of F ,

(2)
⋃

x∈X Imϕx is a sub-bundle of E.

In particular this is the case for ϕ a monomorphism or an epimorphism.

Proof. Without loss of generality F is embedded in X × V and E is embedded in
X ×W and E is embedded in X ×W , and let π : X → P(V ) be the projection
bundle defining F . Again define ϕ : X × V → X ×W by

ϕ(x, v) = ϕ(x, πxv).

Imϕ = Imϕ is a sub-bundle of X ×W by Proposition 1.33 and hence a sub-bundle
of E. This proves (2).

F
′

= kerϕ is embedded in X × V by 1.33 and π : X × V → X × V defined by

π(x, v) = (x, πxv)

defines a homomorphism

π : F
′

→ F.

Im π = kerϕ, so π is strict. Hence by (2) we have proved (1). �



1.3. Sub-bundles and quotient bundles 17

Corollary 1.36. F ⊆ E is a sub-bundle, then

E/F =
⋃

x∈X

Ex/Fx

with the quotient topology is a vector bundle.

Proof. Without loss of generality E is embedded defined by an orthogonal projection
bundle π1 : X → P(V ). By Corollary 1.34 F is embedded defined by π2 : X → P(V ),
π2x is the orthogonal projection onto Fx.

π1−π2 is a projection bundle defining an embedded bundle isomorphic to E/F ,
the isomorphism simply given by

ex 7→ (π1 − π2)ex.

Actually we have given E a hermitian structure and shown that E/F ∼= F⊥ =
⋃

x∈X F
⊥
x is a vector bundle. Hence

E ∼= F ⊕ E/F. �

Proof of Proposition 1.33 If a family E =
⋃

xEx ⊆ X × V , and we give V a hermi-
tian structure, then E is an embedded vector bundle iff the orthogonal projection
onto Ex is continuous in x. This is a local property; hence using Lemma 1.14, we
only need to show that E locally is defined by some, not necessarily orthogonal,
projection bundle. Now consider a homomorphism

ϕ : X × V → X ×W

and fix a point x0 ∈ X.
Let V0 be a complementary subspace of kerϕx0 in V and W0 a complementary
subspace of Imϕx0 in W . Consider the maps:

ψ1 : X × (V0 ⊕W0)
i

X × (V ⊕W )
ϕ⊕1

X × (W ⊕W )
∇

X ×W

ψ2 : X × V
∆ X × (V ⊕ V )

ϕ⊕1
X × (W ⊕ V )

j
X × (W/W0 ⊕ V/V0)

Here i is the injection, ∇ the sum map, ∆ the diagonal and j the projection.
ψ1x0

is clearly an isomorphism, so by Proposition 1.13 ψ1x is an isomorphism in
a neighbourhood U of x0.

ψ1x(V0) ⊆ ϕxV for x ∈ X

and equality sign holds for x ∈ X provided ϕ is strict. Taking πx to be the projection
onto ϕxV along W0(x ∈ U),

πx = ψ1xπ0ψ
−1
1x
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where π0 is the projection in V0 ⊕W0 onto V0. πx is therefore continuous in x, and
hence ⋃

x∈X

Im πx

is an embedded vector bundle. The dual analysis of ψ2 gives the result concerning
⋃

x∈X kerϕx. �

Remark 1.37. We have actually proved that if ϕ : F → E is a homomorphism,
then

rankϕx ≥ rankϕx0

for all x in a neighbourhood of x0.

1.4 Homotopy properties of vector bundles

Definition 1.38. f, g : X → Y are homotopic, denoted f ∼ g if there is a continu-
ous map

F : X × I → Y

such that F (x, 0) = f(x), F (x, 1) = g(x) for all x ∈ X.

Exercise 1.39.
(1) ∼ is an equivalence relation in the set of maps X → Y . The equivalence

class containing f : X → Y is called the homotopy class of f . The set of all
homotopy classes of maps from X into Y is denoted [X, Y ].

(2) Let f1, f2 : X → Y , g1, g2 : Y → Z be continuous maps such that f1 ∼ f2 and
g1 ∼ g2; then g1f1 ∼ g2f2.

We can, therefore, talk about the category of spaces, with morphisms homotopy
classes of maps. This gives rise to notions such as homotopy inverse and homo-
topy equivalence. A space which is homotopy equivalent to a point is said to be
contractible. Note that a homeomorphism is a homotopy equivalence.

Definition 1.40. Let Y ⊆ X and denote the inclusion map i.

(1) r : X → Y is called a retraction if r ◦ i = Id and Y is called a retract of X.

(2) A retraction is called a deformation retraction and Y a deformation retract of
X if i ◦ r ∼ Id, that is if there is a map F : X × I → X such that F (x, 0) = x
and F (x, 1) = r(x) ∈ Y . If y ∈ Y then F (y, 1) = r(y) = y.

(3) If F (y, t) = y for all y ∈ Y and t ∈ I, then Y is called a strong deformation
retract of X.
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Exercise 1.41.
(1) Let X consists of two circles with exactly one point in common, and Y is one

of them. Then Y is a retract of X. (Y is not a deformation retract, but this
is not easy to show).

(2) Let P 6= Q be two points and X = P ∪ Q, Y = P . Then Y is a retract, but
not a deformation retract of X.

(3) (The comb space) Let X consists of the points (x, y) ∈ R2 satisfying either
0 ≤ x ≤ 1, y = 0 or x = 0, 0 ≤ y ≤ 1 or

x = 1
n
, 0 ≤ y ≤ 1, n = 1, 2, 3, . . .

Let Y consists of the point (0, 1). Then Y is a deformation retract, but not a
strong deformation retract of X.

Y

O (1, 0)

(4) The central circle of a solid hole of a solid torus is a strong deformation retract.

(5) Make a small hole in the surface of a torus. Find two circles, which are a
strong deformation retract.

Proposition 1.42. Let Y be a compact Hausdorff space and Z ⊆ Y a closed subset.
Let f0, f1 : Y → X be homotopic through maps ft such that for t ∈ I

ft(z) = f0(z) for all z ∈ Z

Let E be a vector bundle over X. Then there exists an isomorphism

ϕ : f ∗
0 (E) → f ∗

1 (E)

such that ϕ restricted to Z is the identity.

Proof. Let I be the unit interval; f : Y × I → Y denote the homotopy, so that
f(y, t) = ft(y), and let π : Y × I → Y denote the projection. Fix t0 ∈ I and
consider the bundles f ∗(E) and (ft0 ◦ π)

∗(E). Over A = Y × {t0} ∪ Z × I there is
an obvious isomorphism

ϕ : f ∗(E) → (ft0 ◦ π)
∗(E).

(Actually ϕ is the identity because f and ft0 ◦ π agree on A). According to Corol-
lary 1.28 ϕ has an extension over a neigbourhood U of A in Y × I.

By compactness of Y we can find an open interval δt0 ⊆ I containing t0 such
that Y × δt0 ⊆ U . Now consider an arbitrary t ∈ δt0 and let it : Y → Y × I be the
map sending y to (y, t). f ◦ it = ft and ft0 ◦ π ◦ it = ft0 . Hence

f ∗
t (E)

∼= i∗t f
∗(E)

∼=
−−−→
i∗tϕ

i∗t (ft0 ◦ π)
∗(E) ∼= f ∗

t0(E).
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By inspection it is easily seen that this isomorphism f ∗
t (E) → f ∗

t0
(E) is the identity

over Z.
Thus for every t0 ∈ I there exists a δt0 such that f ∗

t (E)
∼= f ∗

t0
(E) for t ∈ δt0 , the

isomorphism being the identity over Z. From the compactness of I the proposition
follows. �

Remark 1.43. The proposition holds more generally over paracompact spaces; for
a proof see for example D. Husemoller [20]. In the following we will assume all base
spaces to be compact Hausdorff spaces.

Proposition 1.44. Let X ⊆ Y be a strong deformation retract of Y , i.e.

F : Y × I → Y

such that F (y, 1) ∈ X, F (y, 0) = y, F (x, t) = x, for x ∈ X. Let π : Y × I → Y be
the projection and E a vector bundle over Y . Then there is an isomorphism

Φ: π∗(E) → F ∗(E)

which is the identity over Y × 0 ∪X × I.

Proof. Use Proposition 1.42 on the homotopy

Gs : Y × I → Y

defined by
Gs(y, t) = F (y, st). �

Definition 1.45. Two isomorphisms α0, α1 : E → F are called homotopic (α0 ∼ α1),
if there is an isomorphism

Φ: π∗E → π∗F (π : X × I → X)

such that the composites

E −→ π∗E|0
Φ

−−→ π∗F|0 −→ F

and

E −→ π∗E|1
Φ

−−→ π∗F|1 −→ F

are α0 and α1 respectively.

Remark 1.46. if E = X × V and F = X ×W then α0 and α1 correspond to

ᾱ0, ᾱ1 : X → Iso(V,W )

α0 ∼ α1 as isomorphisms of bundles iff ᾱ0 ∼ ᾱ1 as continuous maps. We leave it to
the reader to verify that ∼ is an equivalence relation.
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Corollary 1.47. X ⊆ Y a strong deformation retract, E a bundle over Y and
ϕ : E → E an isomorphism such that ϕ|X = Id. Then ϕ ∼ Id, and the homotopy is
the identity over X × I.

Proof. Let Φ be the isomorphism according to Proposition 1.44. Then Ψ = Φ−1F ∗(ϕ)Φ
is a homotopy between ϕ and Id. �

Suppose now Y is closed in X, E is a vector bundle over X and α : E|Y →
Y ×W is a trivialization. Let π : Y ×W →W denote the projection and define an
equivalence relation on E by

e ∼ e′ ⇐⇒







either e = e′ or
(1) pe ∈ Y and pe′ ∈ Y

(2) πα(e) = πα(e′).

The quotient space of E is denoted E/α. It has a natural structure of a family of
vector spaces over X/Y , and is in fact a vector bundle.

Proposition 1.48. Let Y ⊆ X be a closed subset and α : E|Y → Y ×W a trivial-
ization. Then E/α is a vector bundle over X/Y , and its isomorphism class depends
only on the homotopy class of α. Futhermore, if j : X → X/Y then j∗E/α ∼= E.

Proof. Without loss of generality E is embedded defined by π′ : X → P(V ). Extend
α to a neighbourhood U of Y in X. According to Urysohn there is a function
f : X → [0, 1] such that

f(Y ) = 1, f(X \ U ′) = 0

for some neighbourhood U ′ of Y satisfying Y ⊆ U ′ ⊆ Ū ′ ⊆ U . Considering E ⊆
X × V , we define

ϕ : E → X × (V ⊕W ) by ϕ(x, v) = (x, (1− f(x)) · v ⊕ f(x)αxv).

ϕ is clearly continuous, and if e ∼ e′, then ϕe and ϕe′ has the same second compo-
nent, hence there is a continuous map ϕ̄ such that

E
ϕ

X × (V ⊕W )

E/α
ϕ̄

X/Y × (V ⊕W )

commutes. According to Corollary 1.34 Imϕ is embedded, hence

(1) ϕ is a homeomorphism onto its image and therefore ϕ̄ is, and

(2) if πx is the projection onto Imϕx, then x 7→ πx is continuous which shows that
Im ϕ̄ is embedded. This proves the first part.
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If Φ: π∗E|Y → Y ×I×W is a homotopy connecting two trivializations α0 and α1,
consider π∗E/Φ, a bundle over X × I/Y × I. Let g : X/Y × I → X × I/Y × I and
consider

g∗(π∗E/Φ) over (X/Y )× I.

Clearly this bundle restricted to (X/Y ) × 0 and (X/Y ) × 1 is E/α0 and E/α1

respectively. The injections

(X/Y ) −→ (X/Y )× 1 −→ (X/Y )× I

and

(X/Y ) −→ (X/Y )× 0 −→ (X/Y )× I

are homotopic, so the second statement follows from Proposition 1.42. The proof of
the last statement is left as an exercise. �

Definition 1.49. Vect(X) denotes the set of isomorphism classes of vector bundles
over X, and Vectn(X) denotes the subset of n-dimensional bundles.

Vect(X) is an abelian semigroup under the Whitney sum operation ⊕. For
example if X = a point ∗ then Vect(∗) ∼= Z+. Vect is actually a functor taking a
map f : X → Y into

f ∗ : Vect(Y ) → Vect(X).

We state this as

Theorem 1.50.
(1) Vect is a contravariant functor from the category of compact spaces with mor-

phisms homotopy classes of maps into the abelian semigroups.

(2) Especially if f : X → Y is a homotopy equivalence, then f ∗ is an isomorphism.

Remark 1.51. It follows that every bundle over a contractible space is trivial, so
Proposition 1.48 is applicable if Y is contractible.

Corollary 1.52. Let Y ⊆ X be a closed contractible subspace. Then f : X → X/Y
induces an isomorphism.

f ∗ : Vect(X/Y ) → Vect(X).

Proof. We construct an inverse map: Let E be a vector bundle over X. E|Y is
trivial, so we choose a trivialization α : E|Y → Y ×W . E/α defines then an element
in Vect(X/Y ). We have to prove that this element is independent of the choice of
α: So let α1, α2 be two trivializations

α1 : E|Y → Y × V, α2 : E|Y → Y ×W



1.4. Homotopy properties of vector bundles 23

β = α2α
−1
1 : Y × V → Y ×W is an isomorphism. Y is contractible, so

β ∼ Id×β0, β0 : V →W.

Put γ = (Id×β0) ◦ α1. By Proposition 1.48 is E/α2
∼= E/γ. Let

π1 : Y × V → V, π2 : Y ×W →W.

Then

e ∼ e′ in E/γ ⇐⇒ π2γe = π2γe
′

⇐⇒ β0π1α1e = β0π1α1e
′

⇐⇒ π1α1e = π1α1e
′

⇐⇒ e ∼ e′ in E/α1.

So actually E/α1 = E/γ. �

We will now describe another construction on vector bundles similar to E/α. We
consider a compact space X and closed subsets X1 and X2 satisfying X1 ∪X2 = X.
Put A = X1∩X2. Assume E1, E2 are vector bundles over X1 andX2 respectively and
suppose there is given an isomorphism ϕ : E1|A → E2|A. We then define the family
E1∪ϕE2 over X as follows. The total space is the quotient of the disjoint sum E1+E2

by the equivalence relation which identifies e1 ∈ E1|A with ϕ(e1) ∈ E2|A. Identifying
X with the corresponding quotient of X1 +X2 we obtain a natural projection

p : E1 ∪ϕ E2 → X,

and this defines a family of vector spaces.

Proposition 1.53.
(1) E1 ∪ϕ E2 is a vector bundle.

(2) If E is a bundle over X and Ei = E|Xi
, then the identity defines an isomor-

phism IA : E1|A → E2|A, and E1 ∪IA E2
∼= E.

(3) If βi : Ei → E ′
i are isomorphisms on Xi and ϕ′β1 = β2ϕ, then E1 ∪ϕ E2

∼=
E ′

1 ∪ϕ′ E ′
2.

(4) (E1 ∪ϕ E2)⊕ (E ′
1 ∪ϕ′ E ′

1)
∼= E1 ⊕E ′

1 ∪ϕ⊕ϕ′ E2 ⊕E ′
2.

(E1 ∪ϕ E2)⊗ (E ′
1 ∪ϕ′ E ′

1)
∼= E1 ⊗E ′

1 ∪ϕ⊗ϕ′ E2 ⊗E ′
2.

(E1 ∪ϕ E2)
∗ ∼= E∗

1 ∪(ϕ∗)−1 E∗
2 .

(5) The isomorphism class of E1 ∪ϕE2 depends only on the homotopy class of the
isomorphism ϕ : E1|A → E2|A.

Proof. We leave the proof of (2)–(5) as an exercise for the reader and concentrate
on (1).

Without loss of generality E1, E2 are embedded bundles defined by πi : Xi → P(V ),
and according to Proposition 1.26 we can asumme ϕ to be the restriction of an iso-
morphism Φ: A × V → A × V . Extend Φ to a neighbourhood U of A in X and
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choose an Urysohn function f : X → [0, 1] such that f(A) = 1, f(X \ U ′) = 0 for
some neighbourhood U ′ satisfying A ⊆ U ′ ⊆ Ū ′ ⊆ U . Considering E1 + E2 as
embedded in (X1 +X2)× V , we define ψ : E1 + E2 → (X1 +X2)× (V ⊕ V ) by

ψ(x2, v) = (x2, 0⊕ v), x2 ∈ X2,

ψ(x1, w) = (x1, (1− f(x1))w ⊕ f(x1)Φx1w), x1 ∈ X1.

The rest of the proof proceeds as in the proof of Proposition 1.48. �

Remark 1.54. E1, E2 are called clutching data and ϕ is called a clutching function.

Definition 1.55. Let X be a topological space and I = [−1, 1]. The suspension
SX of X is X × I with X × (−1) identified to one point and X × (+1) identified to
one point.

SX

C+X

C−X

Theorem 1.56. There is for any compact space X a natural isomorphism

Vectn(SX) ∼= [X,GL(n,C)] .
Proof. We define a map from the right to the left in the following way:

ϕ̄ : X → GL(n,C)
corresponds to an isomorphism

ϕ : X ×Cn → X ×Cn.

C+X = X × [0, 1] /X × (1),

C−X = X × [−1, 0] /X × (−1).

C+X ∪ C−X = SX and C+X ∩ C−X = X × (0).

Put E = (C+X ×Cn) ∪ϕ (C−X ×Cn). By Proposition 1.53 E is a vector bundle
over SX whose isomorphism class only depends on the homotopy class of ϕ̄.

We now want to construct an inverse map, so let E be an arbitrary bundle of
dimension n over SX. C+X and C−X are contractible spaces, so according to
Theorem 1.50 the restriction of E to these spaces gives trivial bundles. Choose
trivializations

α+ : E|C+X → C+X ×Cn

α− : E|C−X → C−X ×Cn
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and put ϕ = α−
|X ◦ (α+

|X)
−1. Let ϕ̄ : X → GL(n,C) be the corresponding map. By

Proposition 1.53 we have

E = E|C+X ∪IX E|C−X
∼= (C+X ×Cn) ∪ϕ (C

−X ×Cn),

so we have certainly finished if only we can show that the homotopy class of ϕ̄ is
independent of the above choices. It is sufficient to show that the homotopy class
of for example α+ is well defined. Let α+

1 and α+
2 be two trivializations. Then

α = α+
2 (α

+
1 )

−1 is an isomorphim

α : C+X ×Cn → C+X ×Cn,

whose homotopy class corresponds to the homotopy class of

ᾱ : C+X → GL(n,C).
C+X is contractible so without loss of generality ᾱ is assumed to be the constant.
Now GL(n,C) is pathwise connected, so ᾱ is homotopic to the map which is con-
stantly the unit of GL(n,C), This means that α is homotopic to the identity, and
hence α+

2 ∼ α+
1 . �

Appendix. GL(n,C) is pathwise connected.

Proof. Let T ∈ GL(n,C); we will show that T can be connected by a path to I.
Because every complex linear map has an eigenvector it is easy to show by induction
on n that T is equivalent to a matrix with zeros under the diagonal. Hence T =
A−1(D +N)A, where D is a diagonal matrix and N is nilpotent.

D =








d1
. . . 0

0
. . .

dn








det T = detD = d1 · · · dn 6= 0, hence di 6= 0 for all i. di can be connected to 1 by a
path d(t)i contained in C \ {0}. Put

D(t) =









d
(t)
1

. . . 0

0
. . .

d
(t)
n









T (t) = A−1(D(t) +N)A. det T (t) = detD(t) 6= 0, so T is connected to A−1(I +N)A.
Now I + sN ∈ GL(n,C) for all s ∈ [0, 1] because N is nilpotent. Hence T is
connnected to A−1IA = I. �

Remark 1.57. Taking X = S0 in Definition 1.55 we get that every bundle over S1

is trivial.
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Definition 1.58. Let A be directed set, i.e. a partially ordered set such that if
α, β ∈ A then there exists γ ∈ A satisfying γ ≥ α and γ ≥ β. A system {Xα}α∈A of
sets with maps fβα : Xα → Xβ for every pair of (α, β) ∈ A× A satisfying β ≥ α, is
said to be a direct system of sets, provided

1. fαα = IdXα

2. fγβ ◦ fβα = fγα.

The direct limit lim−→
α∈A

Xα is defined as the disjoint union
⋃

α∈AXα with the identifi-
cations

x ∼ y for x ∈ Xα, y ∈ Xβ

and there is a γ ≥ α, β such that fγβ(y) = fγα(x).

Exercise 1.59.
(1) The above defined relation is an equivalence relation, so lim−→

α∈A

Xα is well defined.

(2) A map h :
{
Xα

}
→

{
Yα

}
of directed systems indexed by A is a collection of

maps hα : Xα → Yα making the diagram

Xα
hα

fβα

Yα

gβα

Xβ
h Yβ

commutative for any β ≥ α. Show that lim
−→A

is a functor from the category
of directed systems of sets indexed by A to the category of sets.

(3) If Xα is an abelian group for every α ∈ A, and fβα is a homomorphism
for any β ≥ α, then lim

−→A
Xα is again an abelian group and analogous for

homomorphisms.

(4) Let B be a directed set and Aβ a directed set for every β ∈ B then C =
⋃

β∈B Aβ is a natural way a directed set. Let {Xαβ
} be a directed system,

then
{

lim−→
Aβ

Xαβ

}

β∈B

is a directed system, and

lim
−→
C

Xαβ
∼= lim

−→
B

lim
−→
A

Xαβ

(5) Let
{
Gα

}

α∈A
and

{
Fα

}

α∈A
be two directed systems of abelian groups satisfy-

ing Fα ⊆ Gα, and such that the inclusions define a map of directed systems.
Then

{
Gα/Fα}α∈A is also a directed sytem, lim−→

A

Fα is a subgroup of lim−→
A

Gα and

lim−→
A

Gα

/
Fα = lim−→

A

Gα

/
lim−→
A

Fα.
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We now want to prove another classification theorem for vector bundles. First
note that the injection Cm1 → Cm1 ⊕Cm2 ∼= Cm1+m2 induces an injection of Grass-
mannians

im1+m2,m1 : Gn(Cm1) → Gn(Cm1+m2),

and note that

i∗m1+m2,m1
En(Cm1+m2) ∼= En(Cm1).

Theorem 1.60. The natural map

lim
−→
m

[X,Gn(Cm)] → Vectn(X)

induced by sending f : X → Gn(Cm) into f ∗En(Cm), is a bijection for all compact
Hausdorff spaces X.

Proof. We shall construct an inverse map. As in Proposition 1.16 every n-dimen-
sional bundle is isomorphic to f ∗En(Cm) for m and some f : X → Gn(Cm) defined
by

f(x) = πxCm, where π : X → P(Cm)

is a projection bundle. The only problem is to show that the homotopy class of f
is uniquely determined by the isomorphism class of E. So let ϕ0 : E → X × Cm0

and ϕ1 : E → X×Cm1 be isomorphisms onto embedded bundles. Let I = [0, 1] and
E × I = π∗E, π : X × I → X. Define

Φ: E × I → X × I × (Cm0 ⊕Cm1)

by

Φ(e, t) = (p(e), t, (1− t)ϕ0(e)⊕ tϕ1(e)).

According to Corollary 1.34 ImΦ is an embedded bundle overX×I which is Im j0◦ϕ0

over X × 0 and Im j1 ◦ ϕ1 over X × 1, where

j0 : Cm0 → Cm0 ⊕Cm1 and j1 : Cm1 → Cm0 ⊕Cm1 .

Hence there is a homotopy

πt : X → P(Cm0 ⊕Cm1)

such that π0 and π1 define Im j0 ◦ ϕ0 and Im j1 ◦ ϕ1 respectively. So if

f0 : X → Gn(Cm0) and f1 : X → Gn(Cm1)

are defined by means of Imϕ0 and Imϕ1 respectively, then j0f0 and j1f1 are homo-
topic, where

j0 : Gn(Cm0) → Gn(Cm0 ⊕Cm1),

j1 : Gn(Cm1) → Gn(Cm0 ⊕Cm1).



28 Chapter 1. Vector Bundles

Now identifying Cm0⊕Cm1 with Cm0+m1 , j0 = im0+m1,m0 whereas j1 = T̄ ◦im0+m1,m1 ,
where T̄ is induced by

(z1, . . . , zm1 , zm1+1, . . . zm0+m1) → (zm1+1, . . . zm0+m1 , z1, . . . zm1).

That is
T : Cm0+m1 → Cm0+m1

and if V ∈ Gn(Cm0+m1) then T̄ V ∈ Gn(Cm0+m1) is the image TV of T restricted
to V . Now T ∈ U(m0 +m1) and this is an arc-connected space. Hence there is an
arc Tt, t ∈ [0, 1], such that Tt ∈ U(m0+m1). If we can show that the corresponding
family T̄t is continuous, then T̄ ∼ Id and thus

im0+m1,m0 ◦ f0 = j0 ◦ f0 ∼ j1 ◦ f1 = T̄ ◦ im0+m1,m1 ◦ f1 ∼ im0+m1,m1 ◦ f1

Hence f0 and f1 become homotopic in the limit and our inverse map is well defined.
Continuity of the map

Gn(Cm0+m1)× I → Gn(Cm0+m1)

sending (V, t) to T̄t(V ) = Tt(V ): Put m = m0 +m1 and identify Gn(Cm) with the
space P⊥

n (Cm) of orthogonal projections with n-dimensional image. T̄ is under this
identification the map

T̄ : P⊥
n (Cm) → P⊥

n (Cm) defined by T̄ (π) = TπT−1

The map Hom(Cm,Cm)×U(m) → Hom(Cm,Cm) taking (A, T ) to TAT−1 is clearly
continuous. Hence the map

P⊥
n (Cm)× T → P⊥

n (Cm)× U(m) → P⊥
n (Cm)

taking (π, t) first to (π, Tt) and then to TtπT−1
t , is clearly continuous. �



Chapter 2

K-theory

2.1 The Grothendieck Construction

Vect(X) is a commutative semigroup under Whitney sum for every space X.
In this section we shall associate in a universal fashion a commutative group

to any such semigroup S. The result is called the Grothendieck group of S and is
denoted G(S).

More precisely G is a functor from the category of commutative semigroups to
the category of Abelian groups, such that for any S there is a natural isomorphism

jS : S → G(S)

satisfying the following universal property:
If f : S → A is a homomorphism into an Abelian group A, then there exists a

unique homomorphism

j : G(S) → A

such that the diagram

S
jS

f

GS

j

A

commutes.
The actual construction of G(S) is similar to the construction of the integers out

of the natural numbers:
In S × S we define the equivalence relation:

(s, s
′

) ∼ (t, t
′

) ⇐⇒ there exists ŝ and t̂ such that

(s, s
′

) + (ŝ, ŝ) = (t, t
′

) + (t̂, t̂)

i.e. s+ ŝ = t+ t̂

and s
′

+ ŝ = t
′

+ t̂.

29
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∼ is clearly an equivalence relation in S×S, and the quotient G(S) is clearly an
Abelian semigroup. (ŝ, ŝ) where ŝ is arbitrary, represents the zero element in G(S),
and the inverse of (s, s

′

) is (s
′

, s), so G(S) is actually a group.
If s ∈ S we define jS(s) as the element represented by (s + ŝ, ŝ) for ŝ arbitrary.

jS(s) is also denoted [s]. Clearly (s, s
′

) represents [s]−
[
s
′
]

in G(S).
If S has a product which is distributive over the addition, then G(S) has the

structure of a ring. This is seen either by constructing the multiplication directly,
or by using the universal property of G(S).

Definition 2.1. If X is any compact space we define

K(X) = G(Vect(X)).

K(X) is a commutative ring, where the product is inherited from the tensor product
of vector bundles.

Every element in K(X) is of the form [E]− [F ], where E, F ∈ VectX.
The vector bundle F is isomorphic to an embedded vector bundle, so according

to the remark following Corollary 1.36, there exists a vector bundle F⊥ such that
F⊕F⊥ is trivial. Denoting the trivial bundle of dimension n by n we have F⊕F⊥ =
n for some n and

[E]− [F ] =
[
E ⊕ F⊥

]
−

[
F ⊕ F⊥

]
=

[
E ⊕ F⊥

]
− [n] .

Thus every element of K(X) is of the form [G] − [n] where G ∈ Vect(X). Two
bundles E and F are said to be stably equivalent if there are natural numbers n and
m such that

E ⊕ n ∼= F ⊕m.

This implies that [E] − [F ] = [m] − [n]. On the other hand assume that [E] − [F ]
is an integer mutiple of [1]. Without loss of generality

[E] = [F ] + [m] = [F ⊕m] .

Then there is a bundle G such that

E ⊕G ∼= F ⊕m⊕G

E ⊕G⊕G⊥ ∼= F ⊕m⊕G⊕G⊥

where G⊕G⊥ ∼= n. Thus E⊕n ∼= F ⊕m⊕n = F ⊕m+ n. Especially two bundles
E and F of the same dimension are stable equivalent iff [E] = [F ].

The exterior power operations λi give also rise to operations in K(X). This is
seen as follows:

Let K(X) [[t]] denote the ring of power series in t with coefficients in K(X). If
E is a vector bundle over X, we define λt(E) ∈ K(X)[[t]] to be the power series

∞∑

i=0

[
λi(E)

]
ti.
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According to Section 1.2 there is an isomorphism

λk(E ⊕ F ) ∼=
∐

i+j=k

λi(E)⊗ λj(F )

for any vector bundles E, F over X. This can be expressed as a relation between
power series:

λt(E ⊕ F ) = λt(E)λt(F ).

The power series λt(E) is invertible in K(X) [[t]], because it has constant leading
term 1. Thus we have a homomorphism

λt : Vect(X) → 1 + tK(X) [[t]]+

of the additive semigroup Vect(X) into the multiplicative group of power series
over K(X) with constant term 1. By the universal property of K(X) this extends
uniquely to a homomorphism

λi : K(X) → 1 + tK(X) [[t]]+ .

Taking the coefficient of ti we have

λi : K(X) → K(X).

For any x, y ∈ K(X) we have

λk(x+ y) =
∑

i+j=k

λi(x)λj(y)

and λt is explicitly defined by

λk([E]− [F ]) = λt(E)(λt(F ))
−1.

At last we remark that if f : X → Y is a continuous function, then f ∗ : Vect(Y ) →
Vect(X) extend in a unique way to f ∗ : K(Y ) → K(X). f ∗ is a ring homomorphism
and commutes with the operations λi. By Theorem 1.50 this homomorphism de-
pends only on the homotopy class of f .

2.2 Elementary Algebra of Modules

Let R be a commutative ring with a unit 1. An R-module is an Abelian group A,
with a product

R× A→ A

satisfying

r(a+ a′) = ra+ ra′, (r + r′)a = ra+ r′a,

r(r′a) = (rr′)a, 1a = a,

where r, r′ ∈ R and a, a′ ∈ A.
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A map f : A→ B, where A and B are R-modules is said to be an R-homomor-
phism if

f(a+ a′) = f(a) + f(a′) and f(ra) = rf(a)

for all a, a′ ∈ A and r ∈ R.
The kernel

ker f = f−1(0)

is a module. If C is a submodule of A, then A/C is again a module. The image
Im f of f is a submodule of B and

Coker f = B/ Im f

is called the cokernel of f . As usual we have a natural isomorphism

Im f ∼= A/ ker f.

Note that if f : A → B is a module homomorphism, C ⊆ A, D ⊆ B submodules
satisfying f(C) ⊆ D, then there is a homomorphism f̄ : A/C → B/D, such that the
diagram

A
f

B

A/C
f

B/D

commutes.
Let us consider a sequence of modules and homomorphisms (not necessarily

infinite)

· · · −→ Aq+1
fq+1

−−−→ Aq
fq

−−→ Aq−1 −→ · · ·

The sequence is said to be exact at Aq when Im fq+1 = ker fq. The sequence is said
to be exact if it is exact at every of its modules.

Example 2.2.

0 A
i

B is exact ⇐⇒ i is monomorphic.

A
j

B 0 is exact ⇐⇒ j is epimorphic.

0 A 0 is exact ⇐⇒ A = 0.

0 A
i

B 0 is exact ⇐⇒ i is an isomorphism.

0 A
i

B
f

C is exact ⇐⇒ i defines an isomorphism of
A onto ker f .

B
f

C
j

D 0 is exact ⇐⇒ j defines an isomorphism
of Coker f onto D.
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0 A
i

B
j

C 0 is exact ⇐⇒ i is an ismorphism onto
ker j and j induces an iso-
morphism B/iA ∼= C

B is called an extension of A by C, and the sequence is said to be short exact.

Lemma 2.3. If a module homomorphism p2 : B → A2 has a right inverse, i.e. a
homomorphism i2 : A2 → B such that p2i2 = IdA2, then

B = A1 ⊕ i2A2,

where A1 = ker p2.

i2 is called a splitting of p2

Proposition 2.4. The following properties of a short exact sequence

0 A1
i1

B
p2

A2 0

are equivalent:

1. p2 has a right inverse i2 : A2 → B with p2 ◦ i2 = 1.

2. i1 has a left inverse p1 : B → A1 with p1 ◦ i1 = 1.

3. There is a commutative diagram:

0 A1
i1

B
p2

∼=

A2 0

0 A1 A1 ⊕ A2 A2 0

A short exact sequence with one of these properties is said to be split exact.

Lemma 2.5 (Five lemma). Consider the commutative diagram

A1

f1

A2

f2

A3

f3

A4

f4

A5

f5

B1 B2 B3 B4 B5

with exact rows. If f1, f2, f4, f5 are isomorphisms, then f3 is also an isomorphism.
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Lemma 2.6 (Nine lemma). Consider the commutative diagram

0 0 0

0 B11 B12 B13 0

0 B21 B22 B23 0

0 B31 B32 B33 0

0 0 0

with exact columns and exact middle row. The top row is exact iff the bottom row
is exact.

If {Ai}i∈I is a collection of R-modules, then the product
∏

i∈I Ai is again an
R-module.

∐

i∈I

Ai

is the submodule constisting of sequences in which all but a finite number of elements
are 0.

We also have the tensor product A⊗R B of R-modules. It is constructed as the
tensor product of vector spaces and satisfies a similar universal property:

ψ : A×B → A⊗B defined by ψ(a, b) = a⊗ b

is bilinear, and for every bilinear ϕ : A × B → C, C an R-module, there exists a
unique ϕ̄ : A⊗ B → C such that the diagram

A× B

ϕ

A⊗ B

ϕ̄

C

commutes.

Lemma 2.7.
1. If

{
Ai

}

i∈I
is a collection of R-modules, then

(∐

i∈I

Ai
)
⊗B ∼=

∐

i∈I

(Ai ⊗ B)

2. R⊗ B ∼= B
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3. If F is a free R-module, i.e.

F =
∐

i∈I

Rai,

and A→ B → C is an exact sequence, then

F ⊗A F ⊗ B F ⊗ C

is exact.

Remark 2.8. Tensoring with a module is not always exact, for example let R = Z
and Z2 → Z4 the natural inclusion. Z2 ⊗Z2

∼= Z2 but the image of i⊗ 1 in Z4 ⊗Z2

is zero.

Nevertheless tensoring with an arbitrary module is right exact.

Lemma 2.9. If A
i

B
j

C 0 is exact, then for an arbitrary module M :

A⊗M
i⊗1

B ⊗M
j⊗1

C ⊗M 0

is exact.

Proof. Let L be the cokernel of i⊗ 1 and l : B⊗M → L the natural map. (j ⊗ 1) ◦
(i ⊗ 1) = 0, so there exist f : L → C ⊗ M such that f ◦ l = j ⊗ 1. The map
g : B × M → B ⊗ M → L contains iA × M in its kernel. Hence there exists
a map ḡ : C × M → L such that ḡ(jb,m) = l(b ⊗ m), and thus this extends to
h : C ⊗M → L. f and h are easily seen to be each others inverse. �

2.3 Cohomology Theory Properties of K

Let C denote the category of compact spaces and C+ the category of compact spaces
with a distinguished point, i.e. an object of C+ consists of a compact space X
together with a point x0 ∈ X, and a map

f : (X, x0) → (Y, y0)

is a continuous function f : X → Y taking x0 to y0. In C+ we define homotopy of
maps in an obvious way and the set of homotopy classes of base point preserving
maps from X to Y is also denoted [X, Y ]. Occasionally all the base points are
identified to a single one denoted +.

C2 denotes the category of pairs of compact spaces, i.e. an object is a pair (X,A)
with X and A compact and satisfying A ⊆ X. A map

f : (X,A) → (Y,B)
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is a continuous function f : X → Y satisfying f(A) ⊆ B. Again we can define
homotopy in this category.

We include C in C2 by sending X into (X, ∅). there is a functor

/ : C2 → C+

sending (X,A) into X/A, the base point being the point A. Here X/∅ is understood
to be the disjoint union of X with a point +. We also denote X/∅ by X+.

Remark 2.10. The functor +: C → C+ can be extended over the category of locally
compact spaces and proper maps. (A map f : X → Y of locally compact spaces is
proper if f−1(C) is compact for any compact C ⊆ Y ).

For any locally compact X (not necessarily non-compact) X+ denotes the one-
point compactification of X with the base point + = ∞.

Note that X/A = (X − A)+ for any (X,A) ∈ C2. Actually there is an ob-
vious map from the right to the left, which is clearly continuous and therefore a
homeomorphism.

In C+ we have the “smash product”: If X, Y ∈ C+ we put

X ∧ Y = X × Y/X ∨ Y

where X ∨ Y = X × (+) ∪ (+)× Y .

Exercise 2.11. For any three spaces X, Y, Z ∈ C+ we have the natural homeomor-
phisms

X ∧ (Y ∧ Z) ∼= X ∧ Y ∧ Z ∼= (X ∧ Y ) ∧ Z.

Here X ∧ Y ∧ Z is X × Y × Z with (x, y, z) identified with the base point if either
x or y or z is the base point.

In C2 we have the product

(X,A)× (Y,B) = (X × Y,X × B ∪ A× Y )

and clearly this corresponds to ∧ under the functor / :

X/A ∧ Y/B ∼= X × Y/X × B ∪ A× Y.

In fact the the natural map

X × Y X/A× Y/B X/A ∧ Y/B

induces the homeomorphisms.

If especially A = B = ∅ this equation reads

X+ ∧ Y + ∼= (X × Y )+.
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Exercise 2.12. If X and Y are locally compact, then X × Y is locally compact
and

X+ ∧ Y + ∼= (X × Y )+

In the Euclidean n-space Rn we consider the subspaces

Bn = {x = (x1, . . . , xn) | x
2
1 + · · ·+ x2n ≤ 1}

Sn−1 = {x = (x1, . . . , xn) | x
2
1 + · · ·+ x2n = 1}.

It is well known that

Bn/Sn−1 ∼= (Rn)+ ∼= Sn.

Explicitly define (Bn, Sn−1) → ((Rn)+,∞) by sending x to

x
√

1− |x|2
∈ Rn ∪ {∞}.

Also define (denoting the north pole N) a map (Bn, Sn−1) → (Sn, N), by sending x
to

(2x

√

1− |x|2)⊕ (2|x|2 − 1) ∈ Rn ⊕R.
N

The identification (Rn)+ ∼= Sn is called stereographic projection.

N

Taking the north pole as the base point in Sn we have

Sn ∧ Sm ∼= (Rn)+ ∧ (Rm)+ ∼= (Rn ×Rm)+ ∼= (Rn+m)+ ∼= Sn+m.

Especially

Sn ∼= S1 ∧ S1 ∧ · · · ∧ S1
︸ ︷︷ ︸

n factors

.
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For X ∈ C+ the space X ∧ S1 is called the reduced suspension of X. From the
above considerations it follows that the n-th iterated suspension SS . . . SX(n times)
is naturally homeomorphic to X ∧ Sn. It is briefly written SnX.

Note that SX for X ∈ C+ differs from the suspension defined by Definition 1.55.
Actually the reduced suspension is the suspension with (+)×I identified to a point.

X

Because I is contractible K agrees on the two suspensions according to Corol-
lary 1.52, so the use of SX for both of them leads to no problems.

Remark 2.13. For any locally compact space X (including the compact ones)

Sn(X+) ∼= (X ×Rn)+.

For a compact pair (X,A)

Sn(X/A) ∼= X ×Bn/X × Sn−1 ∪A×Bn.

Definition 2.14. If X ∈ C+, i : + → X the inclusion of the base point, define

K̃(X) = ker[ K(X)
i∗

K(+) ].

If X is locally compact define

K(X) = K̃(X+).

If (X,A) ∈ C2 define K(X,A) = K̃(X/A).

For any X ∈ C+ the collapsing map c : X → + induces a splitting of i∗, so clearly

K(X) = K̃(X)⊕K(+) = K̃(X)⊕ Z.
K is clearly a functor on C+. Also the definition K(X) = K̃(X+) agrees on compact
spaces with the originalK(X), andK is a functor on the category of locally compact
spaces and proper maps. Finally note that for X ∈ C K(X) = K(X, ∅) and K(−,−)
is a functor on C2.

Definition 2.15. For n ≥ 0

K̃−n(X) = K̃(SnX) for X ∈ C+,

K−n(X,A) = K̃−n(X/A)
∼= K(X ×Bn, X × Sn−1 ∪A× Bn) for (X,A) ∈ C2,

K−n(X) = K̃−n(X+) ∼= K(X ×Rn) for X locally compact.
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Clearly these definitions agree on their common domains. They all give functors
on the appropriate categories. Note that K̃(X) for X ∈ C+ is the set of equivalence
classes of stably equivalent vector bundles over X.

Lemma 2.16. For (X,A) ∈ C2 we have the exact sequence

K(X,A)
j∗

K(X) i∗ K(A),

where i : A → X and j : (X, ∅) → (X,A) are inclusions. Moreover, if A is con-
tractible then

j∗ : K(X,A) → K̃(X)

is an isomorphism.

Proof. i∗j∗ is induced by j ◦ i : (A, ∅) → (X,A) and so factors through the zero
group K(A,A). Thus i∗j∗ = 0.

Suppose now that x ∈ K(X) is in the kernel of i∗. x = [E] − [n], where E is
a vector bundle over X. From i∗x = 0 it follows that

[
E|A

]
= [n] in K(A), so for

some integer m we have
(E ⊕m)|A ∼= n⊕m,

i.e. we have a trivalization of E ⊕ m|A. This defines a bundle E ⊕ m/α on X/A.
Put y = [E ⊕m/α]− [n⊕m] ∈ K̃(X/A). Then j∗y = [E ⊕m]− [n⊕m] = x. The
last statement follows immediately from Corollary 1.52. �

Corollary 2.17. If (X,A) ∈ C2 and A ∈ C+ (and so X ∈ C+ with the same base
point) then the sequence

K(X,A) K̃(X) K̃(A)

is exact.

Definition 2.18.
(1) For X ∈ C+ is CX = X ×B1/X × (−1) ∪ (+)× B1 called the cone on X

(2) If f : X → Y is a map in C+ then Zf is the disjoint union (X ×B1) + Y with
the identifications:
(x, 1) ∈ B1 is identified with f(x) ∈ Y , and (+)×B1 is identified to the base
point.

(3) If f : X → Y is the map in C+ then

Cf = Zf/X × (−1).

X f f(X) Y Y Y

X

f(X)

Zf

f(X)

Cf
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Corollary 2.19. If a(f) denotes the inclusion of Y in Cf , then the sequence

K̃(Cf)
a(f)∗

K̃(Y )
f∗

K̃(X)

is exact.

Proof. Consider the pair (Zf , X × (−1)) and the inclusion v : Y → Zf . Using
Corollary 2.17 we get the commutative diagram with exact row:

K̃(Y )
f∗

K̃(X) K̃(Zf)

v∗

K̃(Cf )

a(f)∗

Now Y is easily seen to be a deformation retract of Zf (by pressing the cylinder
onto f(X)) so v∗ is an isomorphism. �

We now want to use this on the map a(f) : Y → Cf . First define the map
b(f) : Cf → SX by collapsing Y .

Cf Y

X × 0
b(f)

−−−−−→ SX

The cone Ca(f) is viewed as the disjoint union CX + CY with the identifications:
(x, 1) ∈ CX is identified with (f(x), 1) ∈ CY .

Ca(f)
Y

Cf

(1)

(−1)

(−1)

Collapsing CY in Ca(f) we get a map

r : Ca(f) → SX.

We obtain the diagram

Cf

b(f)
a(a(f))

SX

Sf

Ca(f)
r

b(a(f))

SY SY
l

(2.1)

Here l : SY → SY is the homeomorphism induced by sending (x, t) 7→ (x,−t).
The upper triangle is clearly commutative.
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Lemma 2.20. The lower square in (2.1) is commutative up to homotopy.

Proof. Define a homotopy hs : Ca(f) → SY by the map CX + CY → SY sending

(x, t) ∈ CX to (f(x), (1− s)(t+ 1)− 1)

and

(y, t) ∈ CY to (y, 1− s(t+ 1)).

When (x, t) ∼ (f(x), 1) in Ca(f) we have

(1− s)2− 1 = 1− 2s

so hs is well defined.

h0 = S(f) ◦ r and h1 = l ◦ b(a(f)) �

Corollary 2.21. Let f : X → Y be a map in C+. Then the sequence

K̃(SY )
Sf∗

K̃(SX)
b(f)∗

K̃(Cf)
a(f)∗

K̃(Y )
f∗

K̃(X)

is exact.

Proof. By Corollary 2.19 this sequence is exact at K̃(Y ). Using Corollary 2.19 we
get from the diagram (2.1) that

K̃(SX)
b(f)∗

r∗

K̃(Cf )
a(f)∗

K̃(Y )

K̃(Ca(f))

a(a(f))∗

is commutative and the lower sequence is exact. r∗ is also an isomorphism because
CY is contractible, so the upper sequence is exact. Using this sequence on a(f) and
the lower square of (2.1) we get

K̃(SY )
(Sf)∗

l∗

K̃(SX)
b(f)∗

r∗

K̃(Cf)

K̃(SY )
b(a(f))∗

K̃(Ca(f))

a(a(f))∗

with exact lower sequence and vertical isomorphisms. �

Remark 2.22. Corollary 2.21 is a formal consequence of Lemma 2.16, and thus
this is true for any functor from the category of spaces with morphism homotopy
classes of maps to Abelian groups, if only it satisfies Lemma 2.16. Such a functor is
called a half exact homotopy functor.
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Exercise 2.23.
(1) Cf is a functor in f , i.e. for any commutative diagram in C+:

X
f

Y

X ′
f ′

Y ′

there is a map Cf → Cf ′ such that there is a commutative diagram

X
f

Y
a(f)

Cf
b(f)

SX

X ′
f ′

Y ′
a(f ′)

Cf ′
b(f ′)

SX ′

(2) For f : X → Y a map in C+ there is a natural homeomorphism

ηf : CSf → SCf

such that if T : S1 ∧ S1 → S1 ∧ S1 permutes the factors, then there is a
commutative diagram

SY
a(Sf)

CSf

ηf

b(Sf)
S2X

1∧T

SY
S(a(f))

SCf
s(b(f))

S2X

ηf is natural in the sense that for any commutative diagram as in (1), there
is a commutative diagram

CSf
ηf

SCf

CSf ′
ηf ′

SCf ′

Note that Corollary 2.21 can be used on Sf, S2f etc., and hence we can extend
the sequence infinitely to the left and in this way obtain the Puppe sequence of f
and K.

Returning to a compact pair (X,A) with A ∈ C+, the cone on i : A→ X contains
the contractible subspaces CA. Hence if q : Ci → X/A is the collapsing map,

q∗ : K̃(X/A) → K̃(Ci)

is an isomorphism and we define δ = (q∗)−1 ◦ b(i)∗ : K̃(SA) → K̃(X/A).
In this way Corollary 2.21 gives the exact sequence

K̃−1(X)
i∗

K̃−1(A)
δ K(X,A)

j∗

K̃(X)
i∗

K̃(A).

Substituting (SnX,SnA) in this sequence we get
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Corollary 2.24. For (X,A) ∈ C2 with A ∈ C+ there is a natural exact sequence
(infinite to the left):

· · · K̃−2(A)
δ

K−1(X,A)
j∗

K̃−1(X)
i∗

K̃−1(A)
δ

K0(X,A)

j∗

K̃0(X)
i∗

K̃0(A)

The naturality is with respect to base points preserving maps of pairs. If (X,A) ∈ C2

the sequence for (X+, A+) is isomorphic to the sequence

· · ·K−2(A)
δ

K−1(X,A)
j∗

K−1(X)
i∗

K−1(A)
δ

K0(X,A)

j∗

K0(X)
i∗

K0(A)

This is natural in (X,A).

Corollary 2.25. Let X, Y ∈ C+, then

K̃−n(X ∨ Y ) = K̃−n(X)⊕ K̃−n(Y ) n ≥ 0.

Proof. Consider the exact sequence for the pair (X∨Y, Y ) and the splittings induced
by X ∨ Y → Y and X → X ∨ Y :

K−n(X ∨ Y, Y )

∼=

K̃−n(X ∨ Y ) K̃−n(Y )

K̃−n(X)
�

We conclude this section with reformulations of Theorem 1.56 and Theorem 1.60:

Theorem 2.26. For any map f : X → GL(n,C) let Ef denote the corresponding
vector bundle over SX. Then f 7→ [Ef ]− [n] induces a group isomorphism F :

lim
−→
n

[X,GL(n,C)] → K̃(SX) ∼= K−1(X)

where the group structure on the left is induced from that of GL(n,C).
Proof. The inclusions GL(n,C) → GL(n+1,C) defined by sending a matrix A into
the matrix

(
A 0
0 1

)



44 Chapter 2. K-theory

make the sets [X,GL(n,C)] into a direct system. If f : X → GL(n,C) and f ⊕ 1
denotes the composite X → GL(n + 1,C), then by Propositon 1.53 and the con-
struction in Theorem 1.56 Ef⊕1

∼= Ef ⊕ 1. Thus

[Ef⊕1]− [n+ 1] = [Ef ]− [n]

and the map F is well defined. F is clearly onto by Theorem 1.56. Now we want to
show that F is one to one: Let f : X → GL(n) and g : X → GL(m) satisfy

[Ef ]− [n] = [Eg]− [m]

[Ef ⊕m] = [Eg ⊕ n] .

Then there is a natural number s such that

Ef ⊕m⊕ s ∼= Eg ⊕ n⊕ s or Ef⊕(m+s)
∼= Eg⊕(n+s).

According to Proposition 1.56 f ⊕ (m+ s) ∼ g ⊕ (n+ s) and thus f and g become
homotopic in the limit.

Finally F is a homomorphism: Let f, g : X → GL(n). f · g : X → GL(n) is the
composite

X
f×g

−−−→ GL(n)×GL(n)
m

−−→ GL(n)

where m(A,B) = AB. On the other hand we have according to Proposition 1.53:

[Ef ]− [n] + [Eg]− [n] = [Ef⊕g]− [2n]

where f ⊕ g is the composite

X
f×g

−−−→ GL(n)×GL(n)
ρ0

−−→ GL(2n)

and ρ0 is given by

(A,B) 7→

(
A 0
0 B

)

.

The fact that F is a homomorphism thus follows from the homotopy connecting ρ0
and the map ρ1

(A,B) 7→

(
AB 0
0 1

)

.

Both are maps GL(n)×GL(n) → GL(2n). This homotopy is given explicitly by

ρ2t/π(A× B) =

(
A 0
0 1

)(
cos t sin t
− sin t cos t

)(
1 0
0 B

)(
cos t − sin t
sin t cos t

)

where 0 ≤ t ≤ π
2
. This gives the first isomorphism.

K−1(X) = K̃(S(X+)) ∼= K̃(SX ∨ S1) ∼= K̃(SX)⊕ K̃(S1) = K̃(SX). �
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Remark 2.27. The isomorphisms in Theorem 2.26 are natural for maps in C. If
X ∈ C+ we get a similar theorem taking base point preserving homotopies.

Corollary 2.28. Let l : SX → SX be given by (x, t) 7→ (x,−t). Then l∗x = −x
for x ∈ K̃(SX).

Proof. If x ∈ K̃(SX) then x = [Ef ] − [n], f : X → GL(n,C). −x = [Ef−1 ] − [n]
according to Theorem 2.26. But clearly Ef−1 = l∗Ef �

Corollary 2.29. Let

Tσ = SnX → SnX

be the map induced by a permutation σ of the the n factors in

Sn = S1 ∧ · · · ∧ S1.

Then (Tσ)
∗x = sgn(σ)x for x ∈ K̃(SnX).

Proof. T : SnX → SnX corresponds under the homeomorphism SnX ∼= (X ×Rn)+

to the map which computes the coordinates inRn by means of σ. Let T̄σ ∈ GL(n,R)
be the corresponding permutation matrix.

If sgn σ = 1 then T̄σ can be joined by a curve in GL(n,R) to the identity and so
T̄σ is homotopic to the identity.

If sgn σ = −1 then T̄σ can be joined by a curve in GL(n,R) to the matrix







1
. . . 0

0
1

−1








In this case T̄σ is homotopic to l : S(Sn−1X) → S(Sn−1X), and thus T ∗
σ = − Id. �

Theorem 2.30. If X ∈ C+ is connected then the natural map

lim−→
n,m

[X,Gn(Cm)] → K̃(X)

induced by sending f : X → Gn(Cm) into

[f ∗En(Cm)]− [n]

is an isomorphism.

Here
{
Gn(Cm)

}

(n,m)∈Z+×Z+
is a direct system in the following way:Z+ × Z+ has the partial order

(n,m) ≤ (n′, m′), if n ≤ n′ and m+ n′ ≤ m′ + n.
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If (n,m) ≤ (n′, m′) then Gn(Cm) → Gn′(Cm′

) is the map

Gn(Cm) → Gn+(n′−n)(Cn′−n ⊕Cm ⊕Cm′−(n′−n+m))

sending V ∈ Gn(Cm) into Cn′−n⊕ V ⊕ 0. None of the sets [X,Gn(Cm)] are groups,
but the direct limit is, the addition being induced by the map

Gn1(Cm1)×Gn2(Cm2) → Gn1+n2(Cm1+m2)

sending (V,W ) into V ⊕W ⊆ Cm1 ⊕Cm2 = Cm1+m2 .

2.4 External multiplication

Definition 2.31. For (X,A) ∈ C2 put

K#(X,A) =
∞∐

n=0

K−n(X,A).

In this section we will make K#(X) into a graded ring and K#(X,A) into a graded
module over K#(X).

Lemma 2.32. Let X, Y ∈ C+. Then

K̃−n(X × Y ) ∼= K̃−n(X ∧ Y )⊕ K̃−n(X)⊕ K̃−n(Y ).

Proof. Let

i1 : X → X × (+) ⊆ X × Y

i2 : Y → (+)× Y ⊆ X × Y

p1 : X × Y → Y

p2 : X × Y → Y

j : X × Y → X ∧ Y.

We have the exact sequence

δ
K̃−n(X × Y/X × (+)) K̃−n(X × Y )

i∗1

K̃−n(X)
p∗1

, n ≥ 0.

p∗1 is a splitting and i∗1 so i∗1 is epi, i.e. δ = 0. Thus we have actually a short split
exact sequence. In the same way we have the split exact sequence

0 K̃−n(X ∧ Y ) K̃−n(X × Y/X × (+)) K̃−n(Y ) 0
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Hence we have the commutative diagram

0

K̃−n(X ∧ Y )
j∗

0 K̃−n(X × Y/X × (+)) K̃−n(X × Y )

i∗2

i∗1

K̃−n(X)
p∗1

K̃−n(Y )

p∗2

Hence K̃−n(X×Y ) = p∗1K̃(X)⊕p∗2K̃
−n(Y )⊕j∗K̃−n(X∧Y ). Note that K̃−n(X∧Y )

is in the kernel of

i∗1 ⊕ i∗2 : K̃
−n(X × Y ) → K̃−n(X)⊕ K̃−n(Y ). �

K(X × Y ) is a ring, so we have a pairing

K(X)⊗K(Y )
p∗1·p

∗
2 K(X × Y ) (2.2)

Now, if x ∈ K̃(X) and y ∈ K(Y ), then

i∗2(p
∗
1xp

∗
2y) = ((p1i2)

∗x)y = 0

because

p1i2 : Y X

+

is commutative.

Hence, if x ∈ K̃(X) and y ∈ K̃(Y ), then there is a unique element x · y ∈ K̃(X ∧Y )
such that j∗x · y = (p∗1x)(p

∗
2y). Thus the above pairing (2.2) induces a pairing

K̃(X)⊗ K̃(Y ) K̃(X ∧ Y ) . (2.3)

Using the map

SnX ∧ SmY = X ∧ Sn ∧ Y ∧ Sm → X ∧ Y ∧ Sn ∧ Sm

the above pairing (2.3) induces a pairing

K̃−n(X)⊗ K̃−m(Y ) K̃−(n+m)(X ∧ Y ) . (2.4)
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Substituting X/A and Y/B for (X,A), (Y,B) ∈ C2, we have

K−n(X,A)⊗K−m(Y,B) K−(n+m)((X,A)× (Y,B)) . (2.5)

For X and Y locally compact we have

K−n(X)⊗K−m(Y ) K−(n+m)(X × Y ) .

Let X ∈ C and A and B be subspaces of X. Then the diagonal ∆: X → X ×X
induces

∆: (X,A ∪ B) → (X,A)× (X,B).

Thus ∆∗ induces a pairing

K−n(X,A)⊗K−m(X,B) −−−→ K−(n+m)((X,A)× (X,B))

∆∗

−−−→ K−n−m(X,A ∪ B). (2.6)

Especially for A = B = ∅, K#(X) is a ring and for B = ∅, K#(X,A) is a right
module over K#(X).

Note that for X locally compact ∆: X → X × X is a proper map and thus
induces a ring structure on K#.

Exercise 2.33.
(1) The multiplication in K# for X ∈ C agrees with the original multiplication in

K0(X).

(2) The pairing (2.5) is natural with respect to pairs of maps (X,A) → (X
′

, A
′

)
and (Y,B) → (Y

′

, B
′

).

(3) Let p1 : X × X → X and p2 : X × Y → Y . If x ∈ K#(X) and y ∈ K#(Y )
then

x · y = p∗1(x)p
∗
2(y) ∈ K#(X × Y ),

where the left hand side uses (2.5) and the right hand side uses (2.6).

(4) The pairing (2.6) is natural with respect to maps X → X
′

carrying A to A
′

and B to B
′

.

(5) For X ∈ C the original multiplication in K0(SX) is identically 0.
(Hint: Use (4) on the identity map of SX carrying + to C+X and + to C−X).

(6) For X locally compact and x ∈ K−n(X) and y ∈ K−m(X),

x · y = (−1)n·my · x in K−m(X).

(Hint: Use Corollary 2.29).

In the next section we will see that for example

K̃−1(S1)⊗ K̃−1(S1) → K̃−2(S2)
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is different from zero, so Exercise 2.33. (5) shows that external multiplication

K̃−1(X)⊗ K̃−1 → K̃−2(X)

is not to be mixed up with the internal multiplication in K̃(SX).
We now want to show that the maps in the exact sequence for a pair (X,A) are

right module maps over K#(X). Here K#(A) is a module over K#(X) by

K−n(A)⊗K−m(X) K−n(A)⊗K−m(A) K−(n+m)(A) .

Clearly i∗ : K# → K# and j∗ : K#(X,A) → K#(X) are K#-module maps by
Exercise 2.33.(4). So it remains to prove it for

δ : K−n−1(A) → K−n(X,A).

By defintion δ = (q∗)−1b(i)∗ where

A
i

X Ci
bi

SA

and q : Ci → X/A. More generally let us consider a map f : X → Y of spaces
X, Y ∈ C+. It is not hard to see that if

f ∧ 1Z : X ∧ Z → Y ∧ Z

then Cf∧1Z ∼= Cf ∧Z. As a special case we get CSnf
∼= SnCf . Putting Z = Y , there

is a natural map
Cf → Cf∧1Y

such that there is a commutative diagram

X
f

1∧f

Y

∆

Cf
b(f)

SX

S(1∧f)

X ∧ Y Y ∧ Y

af∧1

Cf∧1Y
b(f∧1)

∼=

S(X ∧ Y )

T

Cf ∧ Y
b(f)∧1

SX ∧ Y

(2.7)

Call the composite map ∆̄ : Cf → Cf ∧ Y . Then there is a pairing

K̃(Cf)⊗ K̃−m(Y ) K̃−m(Cf ∧ Y )
∆̄∗

K̃−m(Cf) (2.8)

Also there is a pairing

K̃(X)⊗ K̃−m(Y ) K̃−m(X)⊗ K̃−m(X) K̃−m(X) (2.9)

which is the same as

K̃(X)⊗ K̃−m(Y ) K̃−m(X ∧ Y )
(1∧f)∗

K̃−m(X)

by Exercise 2.33.(2).
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Lemma 2.34. For x ∈ K̃−n−1(X) and y ∈ K̃−m(Y )

b(f)∗(x · y) = (b(f)∗x) · y

in K̃−n−m(Cf).

Proof. This follows immediately from taking K̃−n−m on the diagram (2.7). �

Corollary 2.35. If (X,A) ∈ C2 and X and A have a common base point, then

δ : K̃#(A) → K#(X,A)

is a K̃#(X)-module map.

Proof. If i : A → X is the inclusion then the module structure of K#(A) is clearly
the pairing (2.9). From the commutative diagram

Ci
q

∆̄

X/A

∆

Ci ∧X
q∧1

X/A ∧X

it follows that the pairing (2.6) corresponds to the pairing (2.8) and thus the state-
ment follows directly from Lemma 2.34 because

δ = (q∗)−1b(i)∗. �

Corollary 2.36. If (X,A) ∈ C2 then

δ : K#(A) → K#(X,A)

is a K#(X)-module map.

2.5 The periodicity theorem

Until now we have not proved the existence of any non-trivial bundle, so a priori
K(X) may be identically 0 and thus the whole theory would be quite uninterest-
ing. The purpose of this section is to prove a general theorem which enables us to
calculate for example K̃(S2n) which is infinite cyclic.

We start with the important case S2.

Lemma 2.37. If L is a line bundle over X then L⊗L∗ is trivial. Hence [L]−1 = [L∗]
in K(X).

Proof. The map sending (eX ⊗ ϕX) into ϕX(eX) ∈ C defines a trivialization. �
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In Example 1.7.(2) of Section 1.1 we considered the line bundle H∗ over P (C2)
the fibre of which over a point {z1, z2} ∈ P (C2) is the complex line in C2 spanned
by (z1, z2).

Put H = (H∗)∗. The map P (C2) → (C)+ taking

{z1, z2} →
z1
z2

(and {1, 0} to ∞)

defines a homeomorphism.
(C)+ ≈ S2 ≈ S(S1).

Consider S1 as the unit circle in C and put

B0 = {z ∈ C | |x| ≤ 1} B∞ = {z ∈ (C)+ | |x| ≥ 1}.

Under the homeomorphism to S(S1), B0 corresponds to C−(S1) and B∞ to C+(S1).
Let z denote the map z : S1 → GL(1,C) which takes λ ∈ S1 ⊆ C into the linear
map which is multiplication with λ. z−1 : S1 ⊆ GL(1,C) is the map which takes λ
to multiplication with λ−1.

Lemma 2.38. Under the isomorphism from Theorem 2.26:

K̃(P (C2)) ∼= K̃(S(S1)) ∼= lim
[
S1,GL(n,C)]

corresponds [H ] − [1] to z and [H∗] − [1] to z−1. Futhermore ([H ] − [1])2 = 0 in
K(P (C2)).

Proof. H∗
|B0

has the trivialization

(z1, z2) ∈ H∗
{z1,z2} goes to (z1/z2, z2) ∈ B0 ×C.

Analogously H∗
|B∞

has the trivialization

(z1, z2) ∈ H∗
{z1,z2} goes to (z1/z2, z1) ∈ B∞ ×C.

Over S1 = B0 ∩ B∞ the map

B∞ ×C|S1 → H∗
S1 → B0 ×C|S1

sends (z1/z2, z1) to (z1/z2, z2). Thus putting λ = z1/z2 ∈ S1

(λ, z1) goes to (λ, λ−1z1).

Hence H∗ has clutching function z−1. According to Proposition 1.53 H = (H∗)∗ has
clutching function z. This shows the first part of the lemma.

Now Lemma 2.37 shows that [H ]−1 − [1] corresponds to z−1 which according to
Theorem 2.26 corresponds to −([H ] − [1]). Hence −([H ] − [1]) = [H ]−1 − [1] and
hence ([H ]− [1])2 = 0. �
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Note that the last part of this lemma also follows from Exercise 2.33.(5) in
Section 2.4.

Put
b = [H ]− [1] in K̃((C)+) = K(R2).

External (right-)multiplication by b defines a natural homomorphism

β : K(X) → K−2(X)

called the Bott homomorphism.

Theorem 2.39 (Periodicity Theorem). For any compact (or locally compact)X

β : K(X) → K−2(X)

is an isomorphism.

To prove the theorem we will construct a map α : K−2(X) → K(X) for all
compact spaces (we will sometimes write αX). This map satisfies the following
axioms

(A1) α is a natural transformation

(A2) α is a (left) K(X)-module homomorphism

(A3) α(b) = 1, α : K−2(+) → K(+).

We first show that such an α actually is an inverse of β, and then we will explicitly
construct α.

Lemma 2.40. Let α satisfy Axioms (A1), (A2), (A3). Then α can be extended to
a natural homomorphism

α : K−q−2(X) → K−q(X)

which commutes with left multiplication by elements of K−p(X).

Proof. We first extend α to a locally compact X. From the exact sequence for
(X+,+) and Axiom (A1) we get the commutative diagram with exact rows

0 K−2(X) K−2(X+)

α

K−2(+)

α

0 K(X) K(X+) K(+)

Thus α induces a map α : K−2(X) → K(X). Replacing X by X ×Rq we then get
a map

α : K−q−2 → K−q(X)
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which is clearly a natural transformation. For any compact X and Y we have the
commutative diagram

K(X)⊗K−2(Y )
ϕ

1⊗αY

K−2(X × Y )

αX×Y

K(X)⊗K(Y )
ψ

K(X × Y )

where ϕ and ψ are external multiplications. To see this consider

p1 : X × Y → X p2 : X × Y → Y

From Axiom (A1)

p∗2αY (v) = αX×Y (p
∗
2v) v ∈ K−2(Y )

ψ(u⊗ αY (v)) = p∗1u · p
∗
2αY (v) = p∗1u · αX×Y (p

∗
2v)

= αX×Y (p
∗
1u · p

∗
2v) = αX×Y ◦ ϕ(u⊗ v), u ∈ K(X)

according to Axiom (A2) and Exercise 2.33.(3) in Section 2.4.
The commutativity of the corresponding diagram for locally compact X, Y fol-

lows now by passage to X+, Y +. Replacing X and Y by X ×Rp and X ×Rq and
using the diagonal map we get a commutative diagram

K−p(X)⊗K−q−2(X)

1⊗αX

K−p−q−2(X)

αX

K−p(X)⊗K−q(X) K−p−q(X)

which proves that α commutes with left multiplication. �

Proposition 2.41. Suppose there exist an α satisfying Axioms (A1), (A2), (A3).
Then Theorem 2.39 holds and α is the inverse of β.

Proof. It is enough to prove Theorem 2.39 for compact X. Then it clearly follows
for locally compact X. Now Axioms (A1), (A2), (A3) imply

α ◦ β(x) = α(x · b) = xα(b) = x for x ∈ K(X)

and

β ◦ α(x) = α(x) · b = bα(x) = α(bx) = α(xb) = xα(b) = x for x ∈ K−2(X).

Here we have used Exercise 2.33.(6) of Section 2.4. �

For the definition of α we will construct a map

IX : K(X × S2) → K(X)
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which is natural and a left K(X)-module map. Futhermore I satisfies

I([H ]) = 1 and I([1]) = 0.

Then α is the composite

K−2(X) K(X × S2)
IX

K(X)

In the sequel we shall integrate certain function on the unit circle with values in
a complex vector space V of finite dimension. Thus if f : S1 → V and e1, . . . , en is
a basis for V then

f(z) =
∑

i

fi(z)e1 and
∫

S1

f(z)dz =
∑

i

(∫

S1

fi(z)dz
)

ei.

This integral is clearly independent of the choice of basis for V . We leave the proof
of the following lemma as an exercise in analysis

Lemma 2.42. Let V be a complex vector space of finite dimension and X a compact
space. Then for any continuous map f : X × S1 → V ,

F (x) =

∫

S1

f(x, z)dz

is a continuous function of X into V .

Let X, V, f be as in Lemma 2.42. Put

an(x) =
1

2πi

∫

S1

f(x, z)
dz

zk−1
, −∞ < k <∞,

sn(x, z) =
n∑

k=−n

ax(x)z
k,

fn(x, z) =
1

n

n∑

i=0

si(x, z).

The usual proof of Fejér’s theorem extends to

Lemma 2.43. Let f : X×S1 → V be a continuous map, X and V as in Lemma 2.42.
Then the sequence {fn} converges to f uniformly on X × S1 for any chosen norm
on V .

Now let E be a vector bundle over X×S2. Let π : X×S1 → X, π0 : X×B0 → X
and π∞ : X ×B∞ → X be the projections. X × 0 is a strong deformation retract of
X ×B0; thus π0 is a homotopy equivalence and according to Proposition 1.42 there
is an isomorphism

α0 : E|X×B0 → π∗
0E

0, E0 = E|X×0,
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and α0 is the identity over X × 0. Analogously there is an isomorphism

α∞ : E|X×B∞
→ π∗

∞E
∞, E∞ = E|X×∞,

and α∞ is the identity over X ×∞. Putting

f = α∞ ◦ α−1
0 : π∗E0

|X×S1 → π∗E∞
|X×S1

we have by Proposition 1.53 E ∼= π∗
0E

0 ∪f π
∗
∞E

∞. We denote for short this bundle
by (E0, f, E∞).

Lemma 2.44. The homotopy class of

f : π∗E0 → π∗E∞

is uniquely determined by the isomorphism class of E.

Proof. We only need to show that the homotopy class of the isomorphism

α0 : E|X×B0
→ π∗

0E
0

is uniquely determined by E. Let β0 be another such isomorphism. Then ϕ =
β−1
0 ◦α0 is the identity over X × 0 and by Corollary 1.47 ϕ ∼ Id. Hence β0 ∼ α0. �

Remark 2.45. By Lemma 2.38 H ∼= (1, z−1, 1) (we have interchanged B0 and B∞).
According to Proposition 1.53 Hk ∼= (1, z−k, 1) for −∞ ≤ k ≤ ∞.

Definition 2.46. A Laurent clutching function is an isomorphism f : π∗E0 → π∗E∞

of the form

fx,z =

n∑

k=−n

(ak)xz
k

where ak is a homomorphism ak : E
0 → E∞ over X.

Lemma 2.47. If f is any clutching function

f : π∗E0 → π∗E∞.

Then there exist homomorphisms ak : E
0 → E∞ over X such that for fixed x ∈ X

(ak)x =
1

2πi

∫

S1

f(x,z)
dz

zk−1

Proof. For fixed x ∈ X, f(x,z) is a continuous map of S1 into Hom(E0
x, E

∞
x ), which

is a complex vector space of finite dimension. Thus we only have to show that ak
defines a continuous homomorphism. According to Proposition 1.26 we can assume
E0 and E∞ to be embedded in a trivial bundle X ×V and f is the restriction of an
isomorphism

g : X × S1 × V → X × S1 × V.
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g defines
ḡ : X × S1 → Hom(V, V ).

Hence according to Lemma 2.42

Ax =
1

2πi

∫

S1

ḡ
dz

zk−1

defines a homomorphism X × V → X × V . If π1x and π2x are the projections onto
E0
x and E∞

x respectively, then

(Ak)xπ1x =
1

2πi

∫

S1

(g(x,z) ◦ π1x)
dz

zk−1
= π2x(Ak)x.

Hence Ak maps E0 to E∞ and the restrictions to E0
x is clearly (ak)x. �

Again defining the Laurent series

sn =
n∑

−n

akz
k fn =

1

n

n∑

0

sk

of homomorphisms π∗E0 → π∗E∞ we have

Lemma 2.48. If f is any clutching function π∗E0 → π∗E∞ and {fn} is the se-
quence of Cesaro means of the Fourier series of f . Then for n sufficiently large fn
is an isomorphism homotopic to f . Thus (E0, f, E∞) ∼= (E0, fn, E

∞).

Proof. According to the proof of Lemma 2.47 we can assume E0 and E∞ embedded
in X × V , f is the restriction of an isomorphism g and the Fourier coefficients ak of
f are restrictions of the Fourier coefficients Ak of g. Let {gk} denote the series of
Cesaro means of g. Thus gk restricted to E0 is fk. The corresponding sequence

ḡk : X × S1 → Hom(V, V )

converges uniformly to ḡ according to Lemma 2.43. (Here we have chosen a norm
on V ). Now Iso(V, V ) is open in Hom(V, V ), hence by the compactness of X there
exists an ε > 0 such that |h(x, z) − ḡ(x, z)| < ε ∀(x, z) ∈ X × S1 imply that
h(x) ∈ Iso(V, V ). For large n we have

|ḡn(x, z)− ḡ(x, z)| < ε ∀(x, z) ∈ X × S1.

Hence
gnt = tg + (1− t)gn.

defines a homotopy of isomorphisms. Restricting to E0 we get a homotopy of clutch-
ing functions.

fnt = tf + (1− t)fn.
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Hence we only need to consider Laurent clutching functions. We start with a linear
clutching function: Thus let p : π∗E0 → π∗E∞ be an isomorphism of the form

p = az + b a, b homomorphism E0 → E∞.

Assume that E0 and E∞ are embedded in X × V and that a and b are restrictions
of homomorphisms in X × V (denoted by A and B) such that P = Az + B is an
isomorphism of X × V �

Define
Q =

1

2πi

∫

S1

(Az +B)−1Adz.

Lemma 2.49. Qx is a projection in V such that

Qx|E0 =
1

2πi

∫

S1

(axz + bx)
−1axdz

and thus ImQ|E0 is a subbundle of E0.

Proof. We will show that

Qx =
1

2πi

∫

S1

(Axz +Bx)
−1Axdz

is a projection in V and leave the rest as an exercise for the reader. We leave out
the sub-index x:

If z 6= w we have

(Az +B)−1

w − z
+

(Aw +B)−1

z − w
= (Aw +B)−1Aw +B

w − z
(Az +B)−1

+ (Aw +B)−1Az +B

z − w
(Az +B)−1

= (Aw +B)A(Az +B)−1.

Now Az+B is an isomorphism for |z| = 1 and hence also for 1− ε < |z| < 1+ ε for
sufficiently small ε > 0. Thus choosing r1 and r2 such that 1− ε < r1 < r2 < 1 + ε
we have

Q =
1

(2πi)

∫

|z|=r1

(Az +B)−1Adz =
1

2πi

∫

|w|=r2

(Aw +B)−1Adw

and

Q2 =
1

(2πi)2

∫

|w|=r2

∫

|z|=r1

(Aw +B)−1A(Az +B)−1Adzdw

=
1

(2πi)2

∫

|w|=r2

∫

|z|=r1

(Az +B)−1

w − z
A+

(Aw +B)−1

z − w
Adzdw

=
1

(2πi)2

∫

|z|=r1

∫

|w|=r2

(Az +B)−1

w − z
Adwdz

=
1

2πi

∫

|z|=r1

(Az +B)−1Adz = Q. �
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Definition 2.50. For (E0, p, E∞) with p linear define a vector bundle over X by

M1(E
0, p, E∞) = ImQ|E0.

Definition 2.51. For

p =
n∑

k=0

akz
k

a polynomial clutching function define a linear clutching function

Ln(p) : π∗(E0 ⊕ · · · ⊕ E0

︸ ︷︷ ︸
n+1 copies

) → π∗(E∞ ⊕ E0 ⊕ · · · ⊕E0

︸ ︷︷ ︸
n copies

)

by the matrix

Ln(p) =










a0 a1 a2 . . . an−1 an
−z 1 0 . . . 0 0
0 −z 1 . . . 0 0
...

...
...

...
...

0 0 0 . . . −z 1










.

We thus get clutching data

((n+ 1)E0, Ln(p), E∞ ⊕ nE0),

which defines a bundle
Ln(E0, p, E∞).

If E0 and E∞ are embedded in V and p is the restriction of a corresponding poly-
nomial isomorphism, then we can define

Definition 2.52. Mn(E
0, p, E∞) =M1((n+ 1)E0, Ln(p), E∞ ⊕ nE0).

Proposition 2.53. Let p be a polynomial clutching function of degree n for E0

and E∞. Then

(1) Ln+1(E0, p, E∞) ∼= Ln(E0, p, E∞)⊕ (E0, 1, E0),

(2) Ln+1(E0, zp, E∞) ∼= Ln(E0, p, E∞)⊕ (E0, z, E0).

Proof. (1)

Ln+1(p) =







0
Ln(p) 0

0
0 0 . . . −z 1






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Multiplying the z on the bottom row by t gives us a homotopy between Ln+1(p) and
Ln(p)⊕ 1.

(2)

Ln+1(zp)










0 a0 a1 . . . an−1 an
−z 1 0 . . . 0 0
0 −z 1 . . . 0 0
...

...
...

...
...

0 0 0 . . . −z 1










We multiply the 1 on the second row by t and obtain a homotopy between

Ln+1(zp) and Ln(p)⊕ (−z).

Clearly
(E0,−z, E0) ∼= (E0, z, E0). �

Corollary 2.54. Let p be as in proposition 2.53. Then

(1) Mn+1(E
0, p, E∞) ∼= Mn(E

0, p, E∞)

(2) Mn+1(E
0, zp, E∞) ∼=Mn(E

0, p, E∞)⊕ E0.

Definition 2.55. Let E be a bundle over X × S2. Let E ∼= (E0, fn, E
∞), fn a

Laurent clutching function approximating f . Put

I(E) =
[
nE0

]
−
[
M2n(E

0, znfn, E
∞)

]
∈ K(X).

Proposition 2.56. I(E) is independent of the choices made.

Proof. First note that if pnt is a homotopy through polynomial clutching functions
of degree n, then

Mn(E
0, pn0, E

∞) ∼=Mn(E
0, pn1, E

∞).

Indeed, substituting X by X × I in the construction of Mn we obtain a bundle over
X × I, whose restrictions to X × 0 and X × 1 are the two bundles respectively.

Now if n is sufficiently large we have fn ∼ fn+1 by the homotopy tfn+(1−t)fn+1;
thus

zn+1fn+1 ∼ z(znfn)

through polynomial clutching functions of degree ≤ 2(n+ 1). Hence

M2n+2(E
0, zn+1fn+1, E

∞) ∼=M2n+2(E
0, z(znfn), E

∞)
∼=M2n+1(E

0, z(znfn), E
∞)

∼=M2n(E
0, znfn, E

∞)⊕ E0

by Corollary 2.54. Thus I(E) is independent of n for n sufficiently large.
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Finally I(E) does not change under the homotopy of f . Explicitly let ft be a
homotopy of clutching functions. Substituting X by X × I in Lemma 2.48 gives a
homotopy fnt of Laurent clutching functions, and thus we have finished by the first
part of this proof. �

Theorem 2.57. I induces a map K(X × S2) → K(X) such that if α denotes the
composite

K−2(X) → K(X × S2) → K(X)

then α satisfies Axioms (A1), (A2), (A3).

Proof. Clearly I(E⊕F ) = I(E)+I(F ) so I induces a homomorphism K(X×S2) →
K(X). Also I is natural so α obviously satisfies (A1).

Let p1 : X × S2 → X be the projection. For any bundle F over X and any
E = (E0, f, E∞) over X × S2 we have

(p∗1F )⊗ E ∼= (F ⊗ E0, 1⊗ f, F ⊗ E∞).

Hence from the construction of I it is easy to see that I((p∗1F ) ⊗ E) = [F ] · I(E),
and hence α satisfies (A2).

Clearly 1 ∼= (1, 1, 1) and M0(1, 1, 1) = 0. Hence I(1) = 0. H = (11, z
−1, 1).

z · z−1 = 1 and

L2(1) =

(
1 0
−z 1

)

∼

(
1 0
0 1

)

Hence M2(2, L
2(1), 2) = 0 and I(H) = [1]− 0 = [1].

This ends the proof of the periodicity theorem. �

Corollary 2.58.

K̃(Sn) =

{Z n even

0 n odd

The generator of K̃(S2n) is bn (external multiplication).

Corollary 2.59. For any compact X, the map

K(X) [t] /(t− 1)2 → K(X × S2)

taking t to [H ], is an isomorphism

Proof. The pair (X × S2, X × (+)) gives the split exact sequence

0 K−2(X)
j∗

K(X × S2)
i∗

K(X)
p∗1

0

Here j∗(1 · b) = [p∗2H ] − [1]. Thus every element in K(X × S2) can be written in
a unique way as a linear combination of [p∗2H ] − [1] and [1] with coefficients from
K(X). Hence also p∗2 [H ] = 1 · [H ] and [1] constitute a basis as a K(X)-module in
K(X × S2). �
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Definition 2.60. For n ≥ 0 put

Kn(X,A) = K−n(X,A) (X,A) ∈ C2

Kn(X) = K−n(X) for X locally compact.

Also put
K∗(X,A) =

∐

−∞<n<∞

Kn(X,A).

Theorem 2.61. K∗(X) is a graded ring and K∗(X,A) is a graded right-module
over K∗(X). For any compact pair we have an exact triangle

K∗(X)

i∗

K∗(X,A)

j∗

K∗(A)
δ

where i∗, j∗ pereserve the grading and δ lifts the grading by 1. Futhermore i∗, j∗ and
δ are K∗(X)-module homomorphisms.

Proof. From Corollary 2.36 it follows that

δ−n : K
−n(A) → K−n+1(X,A) n ≥ 1

commutes with the periodicity isomorphisms β. Extend β by stipulating

β = Id: K1(X,A) → K−1(X,A)

β : Kn(X,A) → Kn−2(X,A) is

β−1 : K−n(X,A) → K−(n−2)(X,A) n ≥ 2

Define for n ≥ 0, δn : Kn(A) → Kn+1(X,A) by δn = β−iδn−2iβ
i where n − 2i < 0.

Actually δn is independent of i and is the map

Kn(A)

=

Kn+1(X,A)

=

K−n(A)
βi−n

Kn−2i(A)
δn−2i

Kn−2i+1(X,A)
β−(i−n−1)

K−n−1(X,A)
�

Clearly δ commutes with the extended periodicity isomorphism and hence we get
the exact sequence from Corollary 2.24.

Analogously we extend the external product by means of the periodicity isomor-
phims. We leave the details to the reader.





Chapter 3

Computations
and applications of K

3.1 Thom isomorphims and the splitting

principle

If E is a vector bundle over a compact Hausdorff space X, then the total space E is
locally compact. For example, consider E = X ×Cn. It is a direct consequence of
the Periodicity Theorem that multiplication with bn ∈ K(Cn) yields an isomorphism

K(X) → K(X ×Cn)

In this section we want to generalize this to general bundles.

Definition 3.1. Let (E, p) be a vector bundle over X. Include X in E by means
of the 0-section and put

P (E) = (E \X)/e ∼ λe λ ∈ C \ {0}.

P (E) is called the projective bundle belonging to E. The map p : E → X induces a
map p : P (E) → X such that

p−1(x) = P (Ex).

Define the “dual Hopf bundle” H∗ as the family of vector spaces contained in p∗E,
the fibre of which over {ex} ∈ P (Ex) is the line in Ex through ex.

Lemma 3.2. H∗ is a subbundle of p∗E.

Proof. Without loss of generality E is embedded in X×V . Then P (E) is a subspace
of X × P (V ). Hence p∗ is embedded in P (E)× V . If

q : X × P (V ) → P (V )

is the projection and H∗
V is the dual Hopf bundle over P (V ), then the restriction of

q∗H∗
V to P (E) is H∗. Thus this is embedded in P (V ) × V and the lemma follows

from Corollary 1.35. �

63
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As usual we define H = (H∗)∗, which is called the Hopf bundle over P (E).

Definition 3.3. The Thom complex of E is E+.

Lemma 3.4. E+ ∼= P (E ⊕ 1)/P (E).

If E is given a hermitian metric and

B(E) = {e ∈ E | |e| ≤ 1} S(E) = {e ∈ E | |e| = 1}

then E+ ∼= B(E)/S(E).

Proof. P (E) ⊆ P (E ⊕ 1) by {e} included as {e⊕ 0}. Define

E → P (E ⊕ 1) by e 7→ {e⊕ 1}.

Finally sending ∞ ∈ E+ to P (E) gives the homeomorphism. We leave the second
part as an exercise for the reader. �

Note that especially

S2n ∼= (Cn) ∼= P (Cn+1)/P (Cn).

Definition 3.5. X is a cell complex of dimension 2n with even dimensional cells if
there is a sequence

∅ ⊆ X0 ⊆ X2 ⊆ · · · ⊆ X2n = X

such that X2i/X2i−2 is homemorphic to a finite wedge of 2i-dimensional spheres.

Example 3.6. X = P (Cn+1) is a cell complex of dimension 2n. The filtration is
∅ ⊆ P (C) ⊆ P (C2) ⊆ · · · ⊆ P (Cn+1).

Lemma 3.7. Let X be a cell complex, as in Definition 3.5

(1) K0(X) is a free Abelian group of rank the number of cells in X. K−1(X) = 0.

(2) For Y an arbitrary space, the product defines an isomorphism

K∗(Y )⊗K(X) → K∗(Y ×X).

Proof. (1) Use induction on the dimension of X. From the exact sequence for
(X2n, X2n−2) we have the exact sequences

0 K̃(
∨

i S
2n
i ) K(X2n) K(X2n−2) 0

and
0 K−1(X2n) 0
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Hence K−1(X2n) = 0, andK(X2n) is an extension of a free Abelian group by another
free Abelian group, and thus itself a free Abelian group.

(2) It is clearly sufficient to prove it for Y compact. In fact if Y is locally compact

0 K∗(Y ) K∗(Y +) K∗(+) 0

is split exact. Hence

0 K∗(Y )⊗K(X) K∗(Y +)⊗K(X) K∗(+)⊗K(X) 0

0 K∗(X × Y ) K∗(Y + ×X) K∗(X) 0

is commutative with exact rows.
For compact Y we prove the lemma by induction on the number of cells in X.

Thus we have a filtration of cell complexes

∅ ⊆ X0 ⊆ · · · ⊆ Xm−1 ⊆ Xm = X

such that X i+1/X i is homeomorphic to a sphere of dimension 2ki, and we will prove
the lemma by induction on i. By means of (1) we have the split exact sequence
(K(X i) is free)

0 K(X(i+1), X(i)) K(X(i+1)) K(X(i)) 0

and thus for any l we have the commutative diagram with exact rows

0 K l(Y )⊗K(X(i+1), X(i))

ψl

K l(Y )⊗K(X(i+1)) K l(Y )⊗K(X(i))

ϕl

0

. . . K l((Y, ∅)× (X(i+1), X(i)))
v∗
l

K l(Y ×X(i+1))
u∗
l

K l(Y ×X(i)) . . .

ϕl is an isomorphism by induction hypothesis. It follows that u∗l is epi. Hence by
exactness v∗l+1 is injective. Substituting l by l − 1 we have v∗l injective.

X(i+1)/X(i) ∼= S2ki

so ψl is actually the iterated periodicity map βki which is an isomorphism. Hence
the conclusion follows from the five-lemma. �

Lemma 3.8. Let p : B → X be a map of compact spaces, and let a1, . . . , an be
elements of K0(B). Let M be the free Abelian group generated by a1, . . . , an.

Suppose that every point x ∈ X has a neighbourhood U such that for all V ⊆ U
the natural map

K∗(V )⊗M K∗(p−1V )⊗K0(B) K∗(p−1V )

is an isomorphism. Then for any Y ⊆ X, the map

K∗(X, Y )⊗M → K∗(B, p−1(Y ))

is an isomorphism.
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Proof. Notice that if V1 ⊇ V2, and if

K∗(Vi)⊗M → K∗(p−1(Vi))

is an isomorphism for i = 1, 2, then from the commutative diagram

· · ·K∗(V2)⊗M K∗(V1, V2)⊗M K∗(V1)⊗M K∗(V2)⊗M · · ·

· · ·K∗(p−1(V2)) K∗(p−1(V1), p
−1(V2)) K∗(p−1(V1)) K∗(p−1(V2)) 0

and the five-lemma we obtain an isomorphism

K∗(V1, V2)⊗M ∼= K∗(p−1(V1), p
−1(V2)).

Suppose now U1 and U2 are any two subspaces of X such that V1 ⊆ U1, V2 ⊆ U2

implies that

K∗(Ui, Vi)⊗M ∼= K∗((p−1Ui), p
−1(Vi)) i = 1, 2

Then if U = U1 ∪ U2, V ⊆ U , put W = U1 ∪ V , V1 = V ∩ U1 and V2 = W ∪ U2.
Thus V ⊆W ⊆ U , and considering (U/V,W/V ) we have

. . . K∗(W,V )⊗M K∗(U,W )⊗M K∗(U, V )⊗M . . .

. . . K∗(p−1(W ), p−1(V )) K∗(p−1(U), p−1(W )) K∗(p−1(U), p−1(V )) . . .

Now W/V = U1/V1 and U/W = U2/V2. Hence again the five-lemma gives isomor-
phism

K∗(U, V )⊗M ∼= K∗(p−1(U), p−1(V )). �

We now proceed by induction on the number of sets in an open cover of X.

Corollary 3.9. Let L be a line-bundle over a compact space X. Then K∗(P (L⊕1))
is a free K∗(X)-module on generators [1] and [H ]. [H ] satisfies the equation

([H ] [L]− [1])([H ]− [1]) = 0.

Proof. K∗(P (L⊕ 1)) is a K∗(X)-module by the pairing

K∗(P (L⊕ 1))⊗K∗(X) K∗(P (L⊕ 1))⊗K∗(P (L⊕ 1))

K∗(P (L⊕ 1))

L is locally trivial and clearly the restriction of H to P (L ⊕ 1|U) ∼= U × P (C2)
is the pull-back of the Hopf-bundle over P (C2). Hence the first assertion follows
from Corollary 2.59 and Lemma 3.8. The equation is a special case of the next
proposition. �



3.1. Thom isomorphims and the splitting principle 67

Proposition 3.10. Let E be a n-dimensional bundle over a compact space. Then
if H denotes the Hopf bundle over P (E)

n∑

i=0

(−1)i
[
λi(E)

]
[H ]i = 0 in K0(P (E)).

Proof. Again λi(E) is an abbreviation for p∗λiE = λ(p∗E). Now H∗ is a subbundle
of P ∗E and according to Corollary 1.36 there is a bundle F such that p∗E = F⊕H∗,
where p : P (E) → X is the map induced by the projection E → X. Using the
operation λt (see Section 2.1). We have the equation of polynomials

λt(p
∗E) = λt(F ) · λt(H

∗) = λt(F ) · ([1] + [H∗] t).

substituting t = − [H ] and using Lemma 2.37 we have λ−H(p∗E) = 0. Especially
for E = L⊕ 1, L a line bundle, we have

λ1(L⊕ 1) = L⊕ 1 and λ2(L⊕ 1) ∼= L⊗ 1 ∼= L,

and the above equation reads

0 = [1]− ([L] + [1]) [H ] + [L] [H ]2 = ([L] [H ]− [1])([H ]− [1]). �

Proposition 3.11. Let Hn denote the Hopf bundle over P (Cn). Then K(P (Cn))
is a free Abelian group on generators 1, Hn, . . . , H

n−1
n . Futhermore (Hn − 1)n = 0.

Proof. The relation (Hn−1)n = 0 is an immediate consequence of Proposition 3.10.
We will prove the first part by induction on n.

n = 1 is trivial and n = 2 is a special case of Corollary 2.59. Now assume the
proposition shown for n.

P (H∗
n ⊕ 1)

q

p

P (Cn+1)

P (Cn)

s

where p is induced by the projection, s is defined by s(x) = {0 ⊕ 1x} and q is
defined in the following way: If Lx ⊆ (H∗

n ⊕ 1)x ⊆ Cn ⊕C is a line, it is also a line
in Cn ⊕C = Cn+1. Clearly q induces a homeomorphism

P (H∗
n ⊕ 1)/s(P (Cn))

q
→ P (Cn+1).

Let G denote the Hopf bundle over P (H∗
n ⊕ 1). Then q∗Hn+1

∼= G and s∗G ∼= 1.
By Corollary 3.9 K(P (H∗

n ⊕ 1)) is a free K(P (Cn))-module on generators [1]
and [G].

From the split exact sequence for the pair (P (H∗
n⊕ 1), s(P (Cn))) every element

of (K(P (H∗
n ⊕ 1), s(P (C)))) can be written in a unique way as

a · ([G]− [1]),
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where a ∈ K(P (Cn)) has a unique representation as a linear combination of 1, Hn,
. . . , Hn−1

n . By Corollary 3.9

([G] [H∗
n]− [1])([G]− [1]) = 0

or
[Hn] ([G]− [1]) = [G] ([G]− [1]).

Hence

1 · ([G]− [1]), [G] ([G]− [1]), . . . , [G]n−1 ([G]− [1]),

is a basis for
(K(P (H∗

n ⊕ 1)), s(P (Cn)))

or
[Hn+1]− [1] , [Hn+1] ([Hn+1]− [1]), . . . , [Hn+1]

n−1 ([Hn+1]− [1]),

is a basis for K̃(P (Cn+1)). From this it clearly follows that

[1] , [Hn+1] , . . . , [Hn+1]
n ,

is a basis for K(P (Cn+1)). �

Theorem 3.12. Let E be an n-dimensional bundle over a compact space X, and H
the Hopf bundle over P (E). Then K∗(P (E)) is a free K∗(X)-module on generators
[1] , [H ] , . . . , [H ]n−1. [H ] satisfies the single relation

n∑

i=0

(−1)i
[
λi(E)

]
[H ]i = 0 in K0(P (E)).

Proof. For E a trivial bundle the assertion is clear from Proposition 3.11 and
Lemma 3.7. For E an arbitrary bundle the theorem is an immediate application of
Lemma 3.8 and the fact that E is locally trivial. �

Corollary 3.13 (The Splitting Principle). Let E be a bundle over a compact
space X. Then there exists a space F (E) and a map f : F (E) → X such that

(1) f ∗E is a sum of line bundles.

(2) f ∗ : K∗X → K∗(F (E)) is injective and maps onto a direct summand.

Proof. By induction on the dimension of E. If E is a line bundle there is nothing to
prove. If not, consider p : P (E) → X and note that there is a bundle E ′ over P (E)
such that E ′⊕H∗ ∼= p∗E. By the induction hypothesis there is a space F (E ′) and a
map f ′ : F (E ′) → P (E) such that (f ′)∗E ′ is a sum of line bundle, and furthermore
(f ′)∗ is injective and maps onto a direct sum in K∗(F (E ′)). Put F (E) = F (E ′) and
f = p ◦ f ′. �
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We now return to Thom complexes. Notice that if f : Y → X is a continuous
function of compact spaces and E is a vector bundle over X then there is an obvious
map

f̃ : f ∗(E) → E

which is clearly a proper map of locally compact spaces. Hence we have an induced
map

K∗(E) → K∗(f ∗(E)).

Now let F be a bundle over X and E a bundle over Y . Then F ×E is a bundle
over X × Y and we have a pairing

K∗(F )⊗K∗(E) → K∗(X × Y ).

If X = Y and ∆: X → X × Y is the diagonal ∆∗(F ×E) ∼= F ⊕E and we have
a pairing

K∗(F )⊗K∗(E) K∗(F ×E) ∆̃∗

K∗(F ⊕ E) .

Especially F = 0 gives a module structure

K∗(X)⊗K∗(E) → K∗(E).

Exercise 3.14.
(1) According to Lemma 3.4 E+ ≈ B(E)/S(E). Under this homeomorphism the

above pairing corresponds to

K∗(X)⊗K∗(B(E), S(E)) K∗(B(E))⊗K∗(B(E), S(E))

K∗(B(E), S(E)).

(2) Under the homeomorphism E+ ≈ P (E ⊕ 1)/P (E) the above pairing corre-
sponds to

K∗(X)⊗K∗(P (E ⊕ 1), P (E)) K∗(P (E ⊕ 1))⊗K∗(P (E ⊕ 1), P (E))

K∗(P (E ⊕ 1), P (E)).

Consider the exact sequence for the pair (P (E ⊕ 1), P (E)):

. . . K∗(P (E ⊕ 1), P (E))
j∗

K∗(P (E ⊕ 1))
i∗

K∗(P (E)) . . .

Let H denote the Hopf bundle over P (E⊕1). Then i∗H is the Hopf bundle over
P (E). 1, [i∗H ] , . . . , [i∗H ]n−1 constitute a basis for K∗(P (E)) as K∗(X)-module and



70 Chapter 3. Computations and applications of K

hence i∗ is onto. Hence j∗ is injective.

λ−H(E) =
n∑

i=0

(−1)i
[
λi(E)

]
[H ]i

is in the kernel of i∗. Hence there is a unique element (the Thom class) denoted by

λE ∈ K(P (E ⊕ 1), P (E))

such that j∗λE = λ−H(E). The coefficient to Hn in λ−H(E) is (−1)n [λn(E)] which
is invertible because λn(E) is a line bundle. Hence

1, [H ] , . . . , [H ]n−1 , λ−H(E),

constitute a basis for K∗(P (E ⊕ 1)) as K∗(X)-module. The kernel of i∗ is thus a
free K∗(X)-module on the single generator λ−H(E). We have thus proved:

Theorem 3.15 (The Thom Isomorphism Theorem). Let λE ∈ K(E) denote
the unique element such that the image in K(P (E ⊕ 1)) is

n∑

i=0

(−1)i
[
λi(E)

]
[H ]i .

Multiplication with λE induces an isomorphism

K∗(X)
λE K∗(E)

Remark 3.16. If E = X × C then λE = −b and thus the Thom isomorphism is
−β : K(X) → K−2(X).

We conclude this section by proving that if E and F are bundles over X and Y
respectively then

λE×F = λE · λF ∈ K(E × F ).

Lemma 3.17. If E ′ is a bundle such that E ′ ⊕H∗ = p∗(E⊕ 1) over P (E⊕ 1) then
λ−H(E) = λ−1(E

′).

Proof. Here λ−1(E
′) =

∑n
i=0(−1)iλi(E ′). Notice that

0 = λ−H(E ⊕ 1) = λ−H(E)λ−H(1) = λ−H(E) · (1−H),

i.e.
H · λ−H(E) = λ−H(E).

And so

λ−H(E) = H−nλ−H(E) =

n∑

i=0

(−1)iλi(E)(H∗)n−i.
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Let t denote an indeterminate and consider the equation E ′ − 1 = E −H∗. Thus

λt(E
′) ·

1

1 + t
= λt(E) ·

1

1 +H∗t
.

Hence

λ−H(E) =

[

λ−t(E)
1

1−H∗t

]

n

=

[

λ−t(E
′)

1

1− t

]

n

=

n∑

i=0

(−1)iλi(E ′).

Here [p(t)]n denotes the n-th coefficient of the power series p(t). �

Lemma 3.18. Let E⊥
n denote the orthogonal complement to the universal bundle

En over Gn(Cm) (i.e. E⊥
n ⊕En = Gn(Cm)×Cm ). Then

Gn+1(Cm+1)/Gn+1(Cm) ≈ (E⊥
n )

+

Proof. Define q : P (E⊥
n ⊕ 1) → Gn+1(Cm+1) by:

(uV , λ) where V ∈ Gn(Cm), uV ⊥ V and λ ∈ C is sent into the n+1-dimensional
subspace

V ⊕ {uV , λ} ⊆ Cm+1.

Clearly P (En) goes to Gn+1(Cm) under this map, and thus q induces a homeomor-
phism

P (E⊥
n ⊕ 1)/P (En) → Gn+1(Cm+1)/Gn+1(Cm).

Notice that q∗En+1
∼= En ⊕H∗ where H is the Hopf bundle over P (E⊥

n ⊕ 1). �

Remark 3.19. This lemma is also of general interest. It can be used to compute
K∗(Gn(Cm)) by induction by means of the exact sequence and the Thom isomor-
phism. In fact

K−1(Gn(Cm)) = 0

and K(Gn(Cm)) is a free Abelian group of rank
(
m
n

)
.

Also some special cases are well-known:

n = 0 gives P (Cm+1)
/
P (Cm) ∼= (Cm)+

and

n = m− 1 gives P (Cm+1) ∼= (H∗
m)

+,

Where H∗
m is the dual Hopf bundle over P (Cm). (Compare the proof of Proposi-

tion 3.11).

Proposition 3.20. Let E and F be bundles over X and Y respectively. Then

λE×F = λE · λF .
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Proof. Notice that if f : Y → X and E a bundle over X then λf∗E = f̃ ∗ λE
where f̃ : (f ∗E)+ → E+ is the obvious map. Now every bundle is the pull-back
of a universal bundle over a Grassman-manifold; hence we only need to prove the
formula for E and F universal bundles over Grassmanians. The map

ν : Gm−n(Cm) → Gn(Cm)

taking a space V to V ⊥, the orthogonal complement of V in Cm satisfies ν∗E⊥
n
∼=

Em−n. Hence it is enough to consider the following cases:

E = E⊥
n over Gn(Cm) and F = E⊥

n′ over Gn′(Cm′

).

Using the notation of the proof of Lemma 3.18

q∗En+1
∼= En ⊕H∗ or q∗E⊥

n+1 ⊕H∗ = 1⊕E⊥
n .

According to Lemma 3.17 λ−H(E⊥
n ) = q∗λ−1(E

⊥
n+1). The Proposition now follows

from the multiplicative property of λt and the following diagram which commutes
up to homotopy:

Gn+1(Cm+1)×Gn′(Cm′+1) P (E⊥
n ⊕ 1)× P (E⊥n′ ⊕ 1)

q×q′

µ

P (E⊥
n ×E⊥

n′ ⊕ 1)/P (E⊥
n ×E⊥

n′)

∇

Gn+n′+2(Cm+m′+2)/Gn+n′+2(Cm+m′+1) P (E⊥
n+n′+1 ⊕ 1)/P (E⊥

n+n′+1)q̃

Here µ((u, s)× (u′, s′)) = ((s′u× su′), ss′) induces the map

(E⊥
n )

+ × (E⊥
n′)+ → (E⊥

n ×E⊥
n′)+,

and ∇ is induced by the map

Gn(Cm)×Gn′(Cm′

) → Gn+n′(Cm+m′

) → Gn+n′+1(Cm+m′+1). �

Corollary 3.21.

λCn = (−b)n ∈ K(Cn).

This means that the Thom isomorphism K(X) → K(X×Cn) is (−1)nβn. Note
also that

j∗λCn = (1−H)n

where j : P (Cn+1) → (Cn)+ and H is the Hopf bundle over P (Cn+1). Thus j∗bn =
(H − 1)n where b = H − 1 ∈ K̃(S2).
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Corollary 3.22. Let E and F be bundles over X then multiplication by λF gives
an isomorphism

K(E)
·λF

K(E ⊕ F ).

Proof. Consider the commutative diagram:

K(X)

·λE
·λE⊕F

K(E)
·λF

K(E ⊕ F )

�

3.2 The Adams operations

Definition 3.23. An operation ϕ : K → K is a natural transformation

ϕX : K(X) → K(X)

commuting with induced maps.

Example 3.24.
(1) We have already used the operation λk several times

(2) The map E → E∗ induces clearly an operation. If E is given a Hermitian
metric E∗ ∼= Ē where Ē is the vector bundle over X the total space of which
is E, but where the scalar multiplication by λ in Ēx is multiplication by λ̄ in
E; i.e. the identity induces an anti-linear homomorphism E → Ē.

This operation is denoted by Īd.

Lemma 3.25. Let ϕ and ϕ
′

: K → K be two operations. If

ϕ([E]− n) = ϕ
′

([E]− n)

for E a sum of line bundles, then ϕ = ϕ
′

.

Proof. This follows immediately from Corollary 2.49 �

Especially if both ϕ and ϕ
′

are additive we only have to check that they agree
on line bundles.

We now define some special operations.

Definition 3.26. In the ring K(X) [[t]] define

ψt(x) = −t
d

dt
(log λ−t(x)).

The coefficient of tk is denoted ψk(x) for k ≥ 1.



74 Chapter 3. Computations and applications of K

Remark 3.27. This looks a little artificial; but it is to be interpreted as

ψtλ−t = −t
d

dt
λ−t or ψk +

k−1∑

j=1

(−1)jψk−jλj = (−1)k+1kλk.

Thus ψk is defined inductively by this Newton identity. The operations ψk are called
Adams operations.

Proposition 3.28. For any k > 0 we have

(1) ψk(x+ y) = ψk(x) + ψk(y) x, y ∈ K(X).

(2) ψk(L) = [L]k L a line bundle.

(3) ψk is uniquely detemined by (1) and (2).

Proof. (1) Clearly ψt(x+ y) = ψt(x) + ψt(y), so that

ψk(x+ y) = ψk(x) + ψk(y).

(2) λ−t(L) = 1− Lt, so by Remark 3.27

ψt(L) =
1

1− Lt
· (−t(−L)) =

∞∑

i=1

Liti.

(3) Is immediate from Lemma 3.25. �

Proposition 3.29.
(1) ψk(xy) = ψk(x)ψk(y) for x, y ∈ K(X) k ≥ 1.

(2) ψk(ψl(x)) = ψkl(x) for x ∈ K(X) k, l ≥ 1.

(3) If p is a prime,

ψp(x) ≡ xp mod p.

(4) If u ∈ K̃(S2n) then

ψk(u) = knu for k ≥ 1.

Proof. (1) and (2) follows from Proposition 3.28 and the splitting principle.
(3) If x = x1 + · · ·+ xn, where xi is a line bundle, then

ψp(x) = xp1 + · · ·+ xpn.

and

(x1 + · · ·+ xn)
p =

∑

i1+···+in=p

(
p

i1 . . . in

)

xi1i . . . x
in
n ,
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where (
p

i1 . . . in

)

= p!/(i1! . . . in!)

is divisible by p unless one of the ij is p. Hence (x1 + · · · + xn)
p = xp1 + · · · + xpn

mod p.
Thus by the splitting principle for x arbitrary ψp(x) − xp is divisible by p in a

group in which K(X) is a direct summand and hence divisible by p in K(X).
(4) Let X = S2 × · · · × S2 n times, pi : X → S2 is the projection onto the i-th

factor and j : X → S2n is the collapsing map.

K̃(S2n) = Z(bn) where j∗bn =

n∏

i=1

p∗i b.

and

ψk(b) = ψk(H − 1)

= Hk − 1

= ((H − 1) + 1)k − 1

= 1 + k(H − 1)− 1

= k(H − 1) (because (H − 1)2 = 0).

Hence j∗ψk(bn) = kn
∏n

i+1 p
∗
i b = j∗(knbn) and hence ψk(bn) = knbn. �

Remark 3.30. It is possible to prove the properties of ψk without using the split-
ting principle and thus the periodicity theorem. See for example M.F. Atiyah [9].

3.3 Almost complex structures on S
2n

The classical application of K-theory is to prove the nonexistence of elements of
Hopf invariant one, and to show that this implies that Rn is a division algebar only
n = 1, 2, 4, 8. For this we refer to D. Husemoller [20], ch. 14. Another consequence
is that S2n does not have an almost complex structure except for n = 1, 3. In this
section we will give a direct proof of this fact.

Until now we have only considered complex vector bundles. If E is a complex
vector bundle it has an underlying real vector bundle. On the other hand if F is
a real vector bundle of even dimension does there exist a complex vector bundle
whose underlyimasng real bundle is F ?

Definition 3.31. A real vector bundle F has a complex structure if there exists a
complex vector bundle E whose underlying real bundle is F .

If F = T(M2n) is the tangent bundle of a 2n-dimensional manifold and F has a
complex structure, then M2n is said to have an almost complex structure.
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Example 3.32. S2 ⊆ P (C2) is a complex manifold and therefore has a complex
structure on the tangent bundle.

Alternatively we can represent the tangent bundle T of S2 as the bundle for
which the fibre at a ∈ S2 is the plane in R3 orthogonal to a. We can directly define
multiplication by i by the map

Ja : Ta → Ta, where Ja(y) = a× y,

the vector product of a and y. Ja is linear an J2
a = − Id.

In the same way it is possible to define an almost linear structure on S6. In fact
there is a vector product in R7 induced from the Cayley multiplication in the same
way as the vector product in R3 is induced from the multiplication of quarternions.

It is still unsolved whether S6 can be given the structure of a complex manifold.

Theorem 3.33. S2n does not have an almost complex structure for n 6= 1, 3.

We need some preperations. First note that that if F is a real bundle then again
we can define the Thom complex of F as F+.

If we give F a metric then we can define B(F ) and S(F ) as usual. Letting ε
denote the trivial real bundle of dimension one S(F ⊕ε) has the section x 7→ (0, 1x).

Lemma 3.34. For any real bundle F we have

F+ ≈ B(F )/S(F ) ∼= S(F ⊕ ε)/s(X).

Proof. There is a map

Θ: (B(F ), S(F )) → (S(F ⊕ ε), s(X))

defined by sending v to

(2v
√

1− |v|2, 2|v|2 − 1).

This map induces the homeomorphism. Notice that if t : X → B(F ) is the 0-section
then Θ ◦ t : X → S(F ⊕ ε) is the map sending x to (0,−1x). �

Lemma 3.35. If T is the tangent bundle of Sn and ∆ is the diagonal in Sn × Sn

then

T
+ ≈ Sn × Sn/∆.

Proof. Tx ⊆ Sn ×Rn+1 is orthogonal to x ∈ Rn+1. Thus letting εx = {x} ⊆ Rn+1

we have T ⊕ ε = Sn ×Rn+1. Hence S(T ⊕ ε) = Sn × Sn and clearly the section s
corresponds to the diagonal. �

Remark 3.36. We have to distinguish between the two Sn, so

S(T⊕ ε) = Sn1 × Sn2 where p1 : S
n
1 × Sn2 → Sn1

is the projection in S(T⊕ ε). Notice that the section t : Sn → S(T⊕ ε) is the map
sending x to (x,−x).
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Proof of Theorem 3.33 If T is the underlying real bundle of a complex vector bundle
E, then there is by Theorem 3.15 an element λE ∈ K(T) such that the map

K(S2n)
λ·E

K(T)

is an isomorphism. Using Lemma 3.35 we thus have

λE = Θ∗c c ∈ K(S2n
1 × S2n

2 ,∆)

such that the map

K(S2n)
π∗
1
K(S2n

1 × S2n
2 )

c·
K(S2n

1 × S2n
2 ,∆)

is an isomorphism
Now K̃(S2n) = Z(h) where h = bn. Hence

K(S2n) = Z(1)⊕ Z(h).
According to Lemma 3.7 K̃(S2n

1 × S2n
2 ) has a basis {h1, h2, h1 · h2} where hi = p∗ih.

p1 : S
2n
1 × S2n

2 → S2n
i .

The exact sequence for (S2n
1 × S2n

2 , ∆) reads

0 K̃(S2n
1 × S2n

2 /∆)
j∗

K̃(S2n
1 × S2n

2 )
∆∗

K(S2n) 0

Here ∆∗hi = (p1 ◦∆)∗h = h is clearly onto, and the kernel is generated by h1 · h2
and h1 − h2 let a and b in K(S2n

1 × S2n
2 /∆) be generators such that j∗a = h1 · h2

and j∗b = h1 − h2. c = αa+ βb and by the Thom isomorphism b = (α0 + α1h1) · c,
where α, β, α0, a ∈ Z. I.e.

h1 − h2 = (α0 + α1h1)(αh1h2 + β(h1 − h2))

= α0β(h1 − h2) + (. . . )h1h2.

Hence α0β = 1, β = ±1 and c = αa± b.
Now in general for a complex bundle E over X, if t : X → B(E) is the 0-section

and j1 : B(E) → B(E)/S(E), then it is clear that

t∗j∗1λE =

n∑

i=0

(−1)iλi(E) ∈ K(X).

Put U = t∗j∗1λE. From Remark 3.36 we have the commutative diagram

T+

Θ

B(T)
j1

Θ

S2n
1 × S2n

2 /∆ S2n
1 × S2n

2j S2n.
t′

t
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where t′ is the map sending x to (x,−x). Hence U = t
′∗j∗c = t′(αh1 ·h2± (h1−h2)).

t
′∗h1 = (p1t

′)∗h = h; but the antipodal map in S2n induces multiplication by −1
(compare the proof of Corollary 2.29 ), hence t

′∗h2 = −h. Hence U = ±2h ∈
K̃(S2n).

On the other hand [E] ∈ K(S2n) and [E] − [n] ∈ K̃(S2n). From Remark 3.27
and from Exercise 2.33.(6) in Section 2.4 it follows that

ψk(x) = (−1)k+1kλk(x) for x ∈ K̃(S2n)

or

λk(x) = (−1)k+1 1
k
ψk(x) for x ∈ K̃(S2n).

Hence
λk(E) = λk((E − n) + n)

=
n∑

i+1

(
n

k − i

)

(−1)i+11

i
ψi(E − n) +

(
n

k

)

=

(
n

k

)

+
( n∑

i=1

(
n

k − i

)

(−1)i+1 in−1
)

(E − n).

Here we have used Proposition 3.29.(4). From this follows

U =
n∑

k=0

(−1)kλk(E) =
n∑

k=0

(−1)k
(
n

k

)

+
( n∑

k=1

k∑

i=1

(
n

k − i

)

(−1)k+i+1 in−1
)

(E − n)

n∑

k=1

k∑

i=1

(
n

k − i

)

(−1)k+i+1 in−1 =
n∑

i=1

n∑

k=i

(
n

k − i

)

(−1)k+i+1 in−1.

According to W. Feller: An introduction to probability theory, Vol 1, p.61 (12.7)

n−1∑

k=0

(−1)k+1

(
n

k

)

= (−1)n−i+1

(
n− 1

n− i

)

and using p. 63 (12.17)

n∑

i=1

(−1)n−i+1

(
n− 1

i− 1

)

in−1 = −
n!

n
= −(n− 1)!.

Hence

U =
( n∑

i=1

(−1)n−i+1

(
n− 1

n− i

)

ii−1
)

(E − n) = −(n− 1)!(E − n).

We thus have
(n− 1)!(E − n) = ±2h (3.1)

where h is the generator of K̃(S2n), and thus 2 is divisible by (n−1)!. Hence n ≤ 3.
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It remains to consider the case n = 2:
The above equation (3.1) gives E − 2 = ±2b2. Now there exist natural trans-

formations
εU : KR → K

εR : K → KR

where KR is the K-theory on real bundles. εR is induced from the map which to
each complex bundle assigns the underlying real bundle. εU is induced from the
map which to each real bundle F assigns the complex bundle F ⊗R C. It is easy to
see that

εU ◦ εR = Id+Īd.

By definition εR(E) = T, which is stably trivial, and hence

[T]− [4ε] = 0 in KR(S4).

and
0 = εU([T]− [4ε])

= εUεR([E]− [2])

= ±(Id+Īd)(b2).

Now b̄ =
[
H̄
]
− 1 = [H∗] − 1 = [H ]−1 − 1 = 1 − [H ] in K(S2). Hence Īd(b2) =

(−b)2 = b2 and 0 = ±2(2b2) = ±4b2 which is a contradiction. �

Remark 3.37. The above proof gives one further information concerning the case
n = 3. If T has a complex structure E then

[E] = [3]± b3 in K(S6)

and thus is uniquely determined as an element of K(S6). Because π5(U(3)) is in
the stable range this shows that an almost complex structure on S6 is uniquely
determined up to isomorphism

Warning. In differential geometry an almost complex structure is a particular au-
tomorphism J of the tangent bundle satisfying J2 = − Id. If ϕ is an arbitrary
automorphism then ϕJϕ−1 may be another almost complex structure in this sense,
though the two complex bundles clearly are isomorphic (under ϕ). It can be shown
that the particular almost complex structure on S6 defined in the beginning of this
section, cannot be lifted to a complex structure, but it is not known what happens,
when it is changed by an automorphism.
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