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Abstract

In English

The main part of the thesis provides new criteria ensuring irrationality, transcend-
ence, linear independence over a field, or algebraic independence for numbers ex-
pressed as infinite series >~ 1/a, that are generated by sequences {a,}*,; of
algebraic numbers containing a subsequence of sufficiently rapidly increasing mod-
ulus. Using similar methods, the thesis also provides new linear independence
criteria for numbers expressed as continued fractions [0; ay, as, ...] and new irra-
tionality and transcendence criteria for numbers expressed as infinite products
[1>2,(1+1/a,) or as infinite products of infinite series []7°_, (1+ > 07, 1/amx),
again generated by sequences {a,}52; or {am, o2, of algebraic numbers contain-
ing a subsequence of sufficiently rapidly increasing modulus. All proofs apply a
method originally developed by Erdds. The results are compared to related no-
tions of irrationality, transcendence, linear independence over a field, and algebraic
independence of sequences rather than numbers.

The thesis also contains two smaller chapters related to different subfields of
number theory. The first of these settles two conjectures regarding which values
are possible as the measure of certain p-adic sets. In the first of these conjectures,
the sets originate as a p-adic variant to those originally considered in the fam-
ous Duffin—Schaeffer Conjecture, while the latter conjecture considers related sets
based on a slightly different Diophantine inequality:.

The final chapter provides an asymptotic equivalence for the number of integer
partitions over the Fibonacci numbers or over some other strictly increasing linearly
recurrent sequence where the associated characteristic polynomial satisfies certain
mild conditions.



i Abstract

In Danish

I hovedparten af denne athandling gives nye kriterier, der sikrer irrationalitet, tran-
scendens, lineger uatheengighed over et legeme eller algebraisk uathaengighed for tal
skrevet som uendelige reekker Y >° | 1/a,, der er genereret af folger {a,}5°, af al-
gebraiske tal indeholdende en delfglge af tilpas hurtigt voksende modulus. Gennem
lignende metoder giver afhandlingen ogsa nye kriterier for lineser uatheengighed af
tal skrevet som keedebrgker [0; ay, aq, .. .| samt irrationalitets- og transcendenskri-
terier for tal skrevet som uendelige produkter [[>" (1 + 1/a,) eller som uendelige
produkter af uendelige reekker [[>°_, (1 + 307, 1/am.,), igen genereret af folger
{an}22 eller {an, 22, af algebraiske tal indeholdende en delfglge af tilpas hurtigt
voksende modulus. Beviserne anvender alle en metode, som oprindeligt er udviklet
af Erdds. Resultaterne sammenholdes med relaterede begreber om irrationalitet,
transcendens, linezer uafhengighed og algebraisk uafhengighed af folger frem for
tal.

Afhandlingen indeholder ogsa to mindre kapitler om andre emner inden for
talteori. I det forste besvares formodninger om hvilke veerdier, der er mulige som
malet pa visse p-adiske meengder. 1 det forste af disse formodninger opstar disse
meengder som p-adiske pendanter til meengderne fra den bergmte Duffin—Schaeffer-
formodning, mens den anden formodning omhandler relaterede maengder, hvor den
underliggende diofantiske ulighed er delvist sendret.

Det sidste kapitel giver en asymptotisk ackvivalens for antallet af heltalsparti-
tioner over fibonaccitallene eller over en anden strengt voksende linesert rekursiv
folge, hvis karakteristiske polynomium overholder visse milde betingelser.



Preface

This PhD thesis is split into three chapters. While all chapters are entirely within
the field of number theory, they belong to different branches that have little to do
with each other. For this reason, they may be read independently and in any order,
with each chapter having a separate introduction. The only exceptions are the
notions of irrationality and transcendence, which are used to motivate Chapter
2, and of conjugates, which are used in Chapter 3, relying on definitions and —
in the motivation of Chapter 2 — classical results introduced early in Chapter 1.
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The only exceptions are the notions of irrationality and transcendence, which
are used to motivate Chapter 2, and of conjugates, which are used in Chapter
3. These notions rely on definitions and — in the motivation of Chapter 2 —
classical results introduced early in Chapter 1.

The only exceptions are the notions of irrationality and transcendence, which
are used to motivate Chapter 2, and of conjugates, which are used in Chapter
3, with each of these notions being introduced in Chapter 1.

The only exceptions are the notions of irrationality and transcendence, which
are used to motivate Chapter 2, and of conjugates, which are used in Chapter
3. Each of these notions is introduced early in Chapter 1.

The only exceptions are the notions of irrationality, transcendence, and con-
jugates, which are introduced in Chapter 1, with Chapter 2 using classical res-
ults on irrationality and transcendence as part of its motivation and Chapter
3 briefly using conjugates to help formulate the assumptions for one of its
main results.

The only exceptions are the notions of irrationality, transcendence, and con-
jugates, which are introduced in Chapter 1; Chapter 2 uses classical irra-
tionality and transcendence criteria as part of its motivation, and Chapter
3 uses the notion of conjugates to help formulate the assumptions for one of
its main results.

Each chapter presents a number of new results by the current author. Some
of these results were proven in collaboration with others [9,23,24,35], while some
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results were not [36-39]. The preprints are all freely accessible on the distribution
service arXiv.org, henceforth referred to simply as arXiv. While arXiv does not
perform peer-review, all papers have been submitted to scientific journals that do,
and the preprints have been updated to reflect any significant changes. At the
time of writing, the three papers [36-38] have been published while the other five
are currently under review.

While the papers are aimed at experts within their respective fields, this author
has strived toward making the rest of the thesis accessible to as broad an audience
as possible. This is done towards the ideal that scientific work should be as easily
accessible to the public as possible. Given that most mathematical research re-
quires a fairly high amount of specialization, the possible availability can be rather
limited, but it is the hope of this author that the present thesis will be under-
standable to most graduates in mathematics. Particular efforts have been made
to make the introductions of Chapters 1 and 3 approachable. Consequently, these
parts of the thesis are estimated to require the least mathematical background,
and it is the hope that at least the first page of these chapters will make sense
even to non-mathematicians.

Chapter 1 takes up the far majority of the thesis and concerns itself with ir-
rationality, transcendence, linear independence, and — to some degree — algebraic
independence of numbers. The chapter contains six out of the eight papers men-
tioned above. The results are also compared to corresponding but less broadly
known notions of irrationality, transcendence, linear independence over a field,
and algebraic independence for sequences. All six papers use an analytical method
originally developed by Erdds [11], which is named the Erdds Jump by the current
author. In each paper, the method has been generalized from former versions to
fit the problem at hand, though the paper [39] entirely reuses the Erdés Jump
from [38]. The chapter is divided into the following seven sections.

e Section 1.1 introduces the reader to the field of study.

e Section 1.2 then introduces the FErdds Jump in greater detail and presents
a conjecture that aims to capture all generalizations present in the papers
[23,24,35,36,38,39].

e Section 1.3 introduces some algebraic number theory that was deemed too
involved for the introduction but that is relevant for the subsequent sections.

e Section 1.4 introduces and compares the papers [36] and [35], which provide
irrationality criteria for infinite series and infinite products, respectively, of
algebraic numbers. The methods of proof in the two papers are highly sim-
ilar, though the method is improved in the latter paper, [35], which thereby
achieves a stronger result. We then use this improvement to strengthen the
main result of [36] to a result that has not been published prior to this thesis.



e In continuation hereof, Section 1.5 presents the paper [24], which provides
criteria for linear independence of continued fractions generated by sequences
of algebraic numbers but using a different algebraic method from that in the
preceding section.

e Section 1.6 then presents the papers [38] and [39], which provide transcend-
ence criteria for infinite series and infinite products, respectively, of algebraic
numbers. Again, the methods of proof are highly similar and were improved
in the latter paper, leading to more relaxed and slightly simpler criteria.

e Finally, Section 1.7 presents the paper [23], which provides criteria for algeb-
raic independence. The paper also introduces new notions for irrationality
and transcendence of sequences, which we generalize to notions of linear
independence over a field and algebraic independence.

Chapter 2 is concerned with p-adic variants of the famous theorem formerly
known as the Duffin—Schaeffer Conjecture and presents the paper [37] by the cur-
rent author. This chapter assumes a basic understanding of measure theory and
analytical completions, both being fundamental to the field and too involved to
introduce in the present text. The chapter is divided into the following two sec-
tions.

e Section 2.1 introduces the reader to the field as well as two newer conjectures
regarding which measure values are attainable for certain p-adic variants of
the sets considered in the Duffin-Schaeffer Conjecture. One of these new
conjectures was introduced in a joint work by Simon Kristensen and the
current author [34], which was submitted for publication before this author
started his PhD studies. For this reason, this paper is not presented in its
entirety and is only to be considered as context for the subsequent section.

e Section 2.2 introduces the paper [37], which settles the two new conjectures
mentioned above.

Chapter 3 is concerned with partition functions with a particular interest in
the partitions over the Fibonacci numbers. It is divided into the following two
sections.

e Section 3.1 introduces the reader to the field of study.

e Section 3.2 introduces the paper [9], which provides asymptotic equivalences
for the partition functions over the Fibonacci sequence and a broad family
of linearly recurrent sequences.

Unless otherwise stated, this thesis uses standard mathematical notation. Since
some notation is used differently among different mathematicians, let us briefly
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cover some of the most basic notation that is subject to various interpretations.
In this text, N is used to denote the set of positive integers, and Ny = N U {0}
is used to denote the non-negative integers. Secondly, we will use (a,b) only to
denote open intervals or pairs of mathematical objects (such as integers), denoting
the greatest common divisor of two integers by ged(a,b).! Finally, log denotes the
natural logarithm while log, is used for the logarithm to base 2.

n the literature, many authors write (a,b) for the greatest common divisor. This likely
originates from the study of ideals in ring theory, where the ideal generated by a and b is
commonly denoted (a,b) and is equal to the ideal generated by ged(a,b).
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Chapter 1

Irrational and Transcendental
Sequences

1.1 Introduction

As the story goes, the ancient Greeks long believed that any conceivable number
could be written as the fraction of two positive integers. It was therefore not
received well when it was proven that no such fraction exists for something as
simple as the diagonal of the square with side length 1, also known as v/2, making
this the first irrational number. Legend has it that the gods in their fury summoned
a storm while the culprit behind the proof was travelling by sea, thus capsizing
the ship and drowning him. Fortunately, it seems, the gods have calmed down and
no longer punish mathematicians who dabble in the dark arts of irrationality. Not
even working with transcendence — a special kind of irrationality, which we will
define below — appears to be of any great risk, even though the Greek gods must
have found this even more despicable than mere irrationality. The first proof of the
existence of transcendental numbers was made in 1844 by Joseph Liouville [40],
while Charles Hermite [28] was the first to prove an already famous number to be
transcendental when he did so for Euler’s number e = >>° /1/n! in 1873.) Even
worse was it when Georg Cantor [7] in 1874 proved that nearly all real numbers
have to be transcendental. Given that all three of them lived several decades after
publishing their respective results and they each reached an age of more than 70
years, it should be of no particular risk for the reader to continue reading the
present chapter about irrationality and transcendence.

Before moving ahead, let us first take a step back and consider the definitions
of rational, irrational, algebraic, and transcendental numbers. Recall that a real
number a is rational if it there exists a positive integer ¢ so that the resulting

'Hermit’s proof was later modified by Lindemann to prove that also 7 is transcendental.
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number p = aq is again an integer, and we say that a is irrational if this cannot be
done. In other words, a is rational if it solves an equation of the form gz — p =0
where p and ¢ are integers with ¢ > 0. Seeing how gx — p is a polynomial of degree
1, a natural step for broadening the set of rational numbers is to consider more
general polynomial equations, such as

Co+ x4 x4+ -+ gzt =0, (1.1)

where d is a positive integer, and the coefficients ¢, cq,...,cq are integers with
cq > 0. We then say that a real or complex number a is algebraic if it solves such
an equation, and we then define the degree of a, denoted dega, as the smallest
d where this is possible. If a solves equation (1.1) with ¢; = 1, then we also
say that a is an algebraic integer. We use the symbol Q to denote the set of all
algebraic numbers. /2, which solves the equation z? — 2 = 0, is an example of
an algebraic integer that is also irrational. If a real or complex number is not
algebraic, then we say that it is transcendental and that its degree is co. This
makes the transcendental numbers are a special kind of irrational numbers.

It is a well-known fact in number theory that if a is a rational number, then
there is a constant C' > 0 that depends only on a so that
0 fz‘ 5 C

q q
for all integers p and ¢ with ¢ > 0 and p/q # a. Hence, a number is automatically
irrational if no such C' exists. Another way to determine irrationality is in the form
of continued fractions. Let {a,}32, a sequence of be real or complex numbers with
a, # 0 for all n > 1, and let N be a positive integer. We then define the finite

: (1.2)

continued fraction generated by ag,ay,...,ay as
1
lag; ai,az, ..., ay] :=ag+ 1
ap +
1 . 1
a
2 . 1
an
when [ay;] # 0, [an_1;an] # 0,...,[a1;a9,...,any] # 0, writing [ay;] = ay. In
the case that [ag; aq,aq, ..., axn] is well-defined for all large N € N and converges

for N — oo, we define the infinite continued fraction generated by {a,}>>, as

[ag; a1, ag,...,] == lim [ag;ay,ag,...,ay] = ag+
N—o0 1
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If the a,, are all integers with a,, > 0 when n > 0, then the finite continued fractions
are all well-defined and converge to a number a = [ag; a1, as, . . .|. Furthermore, this
a does not satisfy inequality (1.2) for any choice of C' and is therefore irrational.
In fact, the p,q used to disprove inequality (1.2) for a may be chosen among the
finite continued fractions [ag; a1, ..., ay]. See, e.g., [6] for a proof.

Let us now turn our attention to criteria that ensure transcendence instead.
Liouville’s construction of the ‘first” transcendental numbers was done through a
generalized version of inequality (1.2), which he proved in the same paper [40)].

Theorem 1.1 (Liouville, 1844). Let a be an algebraic number of degree at most d.
Then there is a constant C' > 0, depending only on a, so that
SR

q

=

is true for all integers p and q with ¢ > 0 and p/q # a.

From this result, it is easy to prove that the Liouville constant

(e 9]

11 1 1
L=) 10"=—+_——
2 10 " 100 1,000,000 " (1,000,000)F

n=1

cannot be algebraic, by picking

E_ilon!_iJFLJr L ! TR
¢ = "~ 10 ' 100 1,000,000 ' (1,000,000)% T~

for various values of N and noticing

2
gNt

‘L—B'<
q

In the time after Liouville presented this theorem, several improvements were made
to the implied transcendence criterion. This culminated 111 years later with the
following theorem due to Roth [46].

Theorem 1.2 (Roth, 1955). Let a be an irrational real algebraic number, and let
0 > 0. Then there is a constant C > 0, depending only on a and d, so that

is true for all integers p and q with g > 0.
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One of the most remarkable properties of transcendental numbers is how in-
credibly difficult it can be to prove that a specific one of them is even irrational. A
famous example of such difficulties is concerned with the Riemann zeta function,

=> nt s> 1 (1.3)
n=1

When s > 1 is an even integer, we know that ((s) is transcendental, and we have
no reason to believe that this should not also be the case when s > 1 is an odd
integer. However, while Apéry was able to prove that ((3) is irrational in 1979 [3],
it remains an open question if it is transcendental. Even worse, irrationality (or
rationality) has not yet been shown for any ((s) when s > 3 is a fixed odd integer.

The main focus of this chapter is on irrationality and transcendence criteria in-
spired by the below theorem due to Erdés from 1975. Specifically, we are interested
in such results for infinite series >~ | 1/a,, infinite products [, (1+1/a,), and
continued fractions [0; ay, ag, . . .] where the numbers a,, are algebraic. We will also
present criteria related to infinite product of infinite series [ [~ (1+> 0" 1/anm)-
While these criteria by no means ensure irrationality or transcendence for numbers
such as ((s), they have the neat property that small alterations to the sequence
of a, are less likely to affect whether the criteria are satisfied. All of these results
are inspired by and generalize the below theorem by Erdés [11].

Theorem 1.3 (Erdds, 1975). Let € > 0, and let {a,}>2, be an increasing sequence
of integers such that a,, > n'*¢ for all n. Suppose

I 2=
1msup a,, = OQ.
n—oo

Let {c,}22, be a sequence of positive integers. Then the number Y~ 1/(anc,) is
irrational.

Like many other results on irrationality and transcendence of numbers, Erdds’
proof may be split into two parts; an algebraic part and an analytical one. The
algebraic part is rather simple. By a quick argument, it is sufficient to prove the
theorem for ¢, = 1. Then, pretending that >~ 1/a, is rational, one writes
q= HnN:1 a, and p = q 27]:[:1 /ay, so that inequality (1.2) implies

(11) % - (M) -

n=1 n=1
for a constant C' > 0 that depends only on >~ | /a,. In the analytical part of the
proof, which is much more involved, Erdds proves that this inequality cannot be

<C (1.4)
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satisfied for all N under the given assumptions on a,,. We will give a more detailed
sketch of this part of the proof in Section 1.2 as it plays a vital role for not only
the theorems given below but also for the new results by the current author and
his co-authors, as presented in Sections 1.4-1.7 .

Before considering further results, we will need a few more definitions. We start
with the below definition of expressible sets, a term that appears to originally have
been used in the below sense by Hancl, Nair, and Sustek [25] for infinite series.
Later, Kolouch and Novotny [32] introduced a variant of the term for infinite
products. The new notion for continued fractions follow this pattern.

Definition 1.4 (Expressible sets). Let ({a1,}52,,. .., {akn}r>,) be a list of se-
quences of non-zero real or complex numbers. We then define the associated ez-
pressible set of series as

o K
FEx, ({am}zol)Kl — (Z aiicn) ccp ENVneN |

= n=1

=1

the associated expressible set of products as

- K
En ({ai,n};’%)fl = (H <1 + ai,i%)) B ¢, € NVneN |

n=1

and the associated expressible set of continued fractions as

K
ECF ({ai7n}7°l°:1> - = {([O, a;1C1, A;2Ca, . . ])fil Cp € N Vn € N} .

Our main use of the above definitions of expressible sets will be as a means to
better introduce the following notions of irrationality, transcendence, and linear
independence of sequences. These terms of irrationality and transcendence are
slightly older than that of expressible sets and were coined by Hancl in the papers
[15] and [16]. The term ‘linear independence’ was first used in the below sense in the
paper [22] by Hancl, Korcekovd, and Novotny and was called ’linear unrelatedness’
in previous papers, starting with the paper [17] by Hancl. The below notion of
Xg-irrationality for arbitrary fields K is more recent and was introduced by the
current author in [39] to get a more finely incremented terminology.

Definition 1.5. Let K be a field containing QQ, and let X be a placeholder for either
one of the labels ¥, II, and CF. We then say that a sequence {a,}, of real or
complex numbers is

o Xg-irrational if Ex{a,}5°; does not contain any element from K,
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o X-irrational if it is Xg-irrational, or

o X-transcendental if it is X@—irrational.

We further say that sequences {a;,}2% ..., {ax,}5°>, of real or complex num-
bers are X-linearly independent over K if the numbers 1,&;,...,&k are linearly
independent over K for all lists (&1,...,¢x) in Ex({a1,}52 1, {axn}riy)-

Remark 1.6. While we could make corresponding definitions for infinite products of
infinite series, the current author is unaware of any results that could meaningfully
be described as providing proper ‘IIX-irrationality’.

In this language, the conclusion of Theorem 1.3 may now be restated as {a, }2° ;
being Y-irrational. The rest of this chapter covers a selection of generalizations and
variants of that theorem. While many results were not originally proven with the
above definitions in mind, we will either reformulate such results correspondingly
or extract corollaries that use Definition 1.5.

The first generalization of Theorem 1.3 that we will consider here is one by
Hancl and Sobkova [26]. They provided a criterion for linear independence of
sequences when the limsup criterion of Theorem 1.3 is sufficiently strengthened in
terms of the number of sequences considered. Soon after this, Hancl [19] proved
that the conclusion remains true when the limsup criterion is replaced by the
condition that the corresponding liminf and limsup values are different. Combined,
we get the following theorem. In the theorem and for the rest of this chapter, we
write logd x as shorthand for (log, z)“.

Theorem 1.7 (Hancl-Sobkovd, 2003-2004). Let o € (0,1), € > 0, and K € N. For
i=1,..., K, let {a;,}22, and {b;,}7°, be sequences of positive integers such that

a _ a a

nlJrE < Gin < A1.n+1, bn < 210g2 al’nu 2 logz al’"ai,n < a1n < 210g2 al’nai,na
14+K) "y o0 , -

and such that the sequence {agn ) }n—l diverges in R. Then the sequences

{a10 /010221, o {axn/brn}sd, are linearly independent over Q.

Taking K = 1 in this theorem, we replace the limsup condition in Erdés’
Theoerem 1.3 by the slightly more relaxed requirement that the sequence {a? "},
is divergent in R.

Our next result is due to Andersen and Kristensen [1] and generalizes Theorem
1.3 in a different direction, favouring what turns out to be Yk-irrationality rather
than X-linear independence over Q and allowing a,, to potentially be irrational
algebraic numbers, provided |a,| satisfies a sufficiently strict limsup criterion. To
better phrase their theorem, we need to increase our vocabulary a bit.
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Definition 1.8. Let a be an algebraic number. We then say that b is a conjugate of
a if it solves inequality (1.1) with ¢,...,cq € Z whenever a does. The maximum
absolute value of a or any of its conjugates is called the house of a and is denoted
[al.

Remark 1.9. Including itself, any algebraic number a has exactly dega conjugates.

Definition 1.10. A field K is said to be a number field if there is an algebraic
number a such that K = Q(a), which is to say that each element of K may be
written as ¢y + cia + - - - cg_1a%"! where d = dega, and cq, c1, . .., cs_1 may be any
rational numbers. In this case, we also say that K is of degree d.

We will also use R(x) and I(z) to denote the real and imaginary values, re-
spectively, of a given complex number .

Theorem 1.11 (Andersen—Kristensen, 2019). Let d, D € N be positive integers, and
let {a,}2, be a sequence of algebraic integers of degree dega,, < d such that

n'*te < [@n] = |an| < |ani1]
such and that either R(a,) > 0 for all n or I(a,) > 0 for all n. Suppose

. n n—1/4i —1
lim sup |a,, |P" iz @+ — o0

n—oo
Then {a,}5° is (X, K)-irrational for any number field K of degree at most D.

Remark 1.12. In the original phrasing of this theorem, the conclusion was only that
deg) >, 1/a, > D, while the present formulation is equivalent to the stronger
statement that deg ", 1/(anc,) > D for all sequences {c,}>>; of positive in-
tegers. The stronger statement follows quite easily from the original, however (see
the proof of Corollary 1.27 in Section 1.4).

In the paper [36], which will be presented in Section 1.4, the current author com-
bines the arguments of [19] and Theorem 1.11 into a result from which a criterion
for YX-linear independence over K may be extracted through a liminf <limsup<oo
condition. Also in Section 1.4, we will consider two variations of Theorem 1.11
that consider infinite products and infinite products of infinite series, respectively.
These results were proven by Kristensen and the current author in [35] and general-
ize existing irrationality results by Han¢l and Kolouch [20,21] where a,, is assumed
to be rational.

In Section 1.5, we then consider a result by Hancl, Leta, and the current author
[24], which provides a criterion for X-linear independence over K of continued
fractions for a fixed number field K, taking inspiration from a continued fractions
variant of Theorem 1.11 by Andersen and Kristensen [2].
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It may be noted that Theorem 1.11 also provides a criterion for Y-transcen-
dence when the limsup condition is satisfied for all D € N. Relying on a generalized
version of Theorem 1.1, this is, unfortunately, rather restrictive. This becomes
particularly clear when comparing with the following result by Hancl [18], which
uses Theorem 1.2 to achieve Y-transcendence of sequences.

Theorem 1.13 (Hancl, 2001). Let 6, > 0, let a € (%, 1), and let {a,}32,

and {b,}5°, be sequences of positive integers such that

(3+2e+0)™™ _

' <y < gy, by < a/F278T e gnd limsup al

n—oo

Q.

Then the number {a,/b,}5° is ¥-transcendental.

In Section 1.6, we will consider the papers [38,39], in which the current author
generalizes the above theorem to provide criteria for - and Il-transcendence,
though with slightly less lenient bounds of b,,. This is, in part, done through an
application of Schmidt’s Subspace Theorem [47]. The theorem will be presented
in that section and is a generalization of Roth’s Theorem.

Finally, in Section 1.7, we consider alternative versions of Definitions 1.4 and
1.5, replacing the condition ¢,, € N with ¢, € Z and p { ¢, for one or multiple prime
numbers p. We then relate these definitions to results from a recent paper by Hancl,
Kristensen, and the current author [23]. Inspired by Theorem 1.11, the paper
provides new criteria for irrationality, transcendence, linear independence, and
algebraic independence of numbers expressed as infinite series. We say that a list
of complex numbers (ay,...,arx) is algebraically independent if P(ay,...,ax) # 0
for all polynomials P in K variables and with integer coefficients.

1.2 The Erdos Jump

Recall how the proof of Theorem 1.3 may be split into an algebraic and an analyt-
ical part, with the algebraic part showing that if Y  1/a, is rational, then there
is a fixed C' > 0 such that inequality (1.4), which reads

N o) 1

a —>C

() > L=c

n=1

is satisfied for all positive integers /N. In this section, we will consider the analytical
part of the proof, in which this inequality is proven to be impossible.

Due to the assumption limsup,, ,. a? " = oo, there will be times when ay,,
is particularly large compared to the values of previous a,, (if a, accelerates fast
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enough, this may happen for all N). We will then say that the sequence {a,}5>,
makes a jump at time V.

The main idea of the proof is to find N such that a,, makes a large jump at time
N and then remains sufficiently large in terms of n for long enough thereafter to
ensure that ) ., 1/a, becomes so small compared to [T, a, that inequality
(1.4) cannot be satisfied. As it turns out, “sufficiently large” can be taken to mean
a, > 2". If this is true for all n, we just need a lower bound for the largest jumps
by a,, which turns out to not be too difficult. More care has to be taken when
the sequence {a,}>2 ; stagnates for periods of time long enough that we will get
a, < 2" infinitely often. In this case, it may very well be that the next stagnation
comes right after our jump, which would allow values of Y >° +11/a, that fail
to contradict inequality (1.4). Since limsup,,_,. a2 =~ = oo, there will, for all
positive numbers A, be infinitely many £ such that a; > A%, Combined with the
assumption a, > n'*¢, this gives some control of Y>° 1/a,. However, since each
such k£ may potentially be followed by a long stagnation, it may not be enough
to disprove inequality 1.4 on its own. Erdos solved this problem by first fixing
such a k, then identifying the most recent stagnation, and finally timing the choice
of N to be at the very first jump after this stagnation. This guarantees that no
stagnation happens between N and k, which gives us a decent upper bound on the
infinite series Y +11/ay, while the preceding stagnation itself ensures that the

product Hfj:l a, cannot be too large, either. By picking the A mentioned earlier to

be sufficiently large, it follows that the resulting number (Hflvzl an> Yomeni1 Lan

can be made arbitrarily small.

Because of how central the jump at time N and the timing hereof are to the
proof, the current author names this method the Erdds Jump (or Jump for short),
given that no one else seems to have named it in the literature.

When the Erd6s Jump is used to prove a new theorem, it is often the case that
the entire argument or large parts of it are presented again since different forms of
generalization are required (see, e.g., [1,2,17-21,25,26]). The same pattern can be
seen in the papers by the current author that use an Erd6s Jump [23,24,35,36, 38,
39], where only the paper [39] does not make a new Jump but rather refers back
to the one made in [38]. However different, all these generalizations have certain
similarities and appear to be special cases of a more general Erdés Jump. In
writing the present thesis, this led the current author to the following conjectures.
The first seed toward these conjectures was planted by the paper [25], which uses a
more flexibly phrased Jump than many other papers. [25] also inspired the Jumps
made in the papers [23] and [38].

Conjecture 1.14. Let e, K > 0, and let {m,}>>, and {1}, be sequences of real
numbers such that m, > 1 and p, > 0. Write M, = [[;_,m;. Let {a,}32,



10 Chapter 1. Irrational and Transcendental Sequences

{bn}22,, and {E,}5°, be sequence of positive numbers such that

log b, <0

— Y

Ani1 > a, >0 limsup oea
n—oo n

and B
E, < max{b" maXigi<n i oKn?(loglogn)~! [T; 1(mz+uzMz)}'

{ /H:L 11(mz+ﬂzM)}

If the sequence diverges in R, then

n=1

N My ) b
liminf | | Ex H aﬁ") Z —") =0.
N=reo (( n=1 n=N+1 tn

Assuming this conjecture to be true, it is easily generalized to the following
statement, which allows values of b, that are much closer to a,, in exchange for a
harsher divergence criterion.

Conjecture 1.15. Let ¢, K, {m,}5,, {pn}oy, {M,}22,, and {a,};, be given
as in Conjgecture 1.14. Let 5 € [0,e/(1 +€)), and let {b,}°, and {E,}°, be

sequences of positive numbers such that limsup,,_, . (logb, /loga,) < 5 and

K . .
b nt maxi<i<n i s _11n—1 wi M
E, <max {( 5 ,ofn ™ (loglogm) ™ [Ti=, (mit555)

an

{al/Hf S (it B ﬁl)}oo

n=1

hmmf((ENHa”")MN i b—”) =0.

a
n=N+1 n

If the sequence diverges in R, then

Proof (assuming Conjecture 1.14). Write

=
3

by,
d=alt d=(4)1-F) =1, B,=2 and g, =
an

a;H_l > a; > (nl—l—a)l*ﬁ _ n1+g,7
and log v/ 1 log b 1
lim sup %% _ lim sup 08 bn = flogan <0.

nooo logal, 1—0 5 log a,,
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Then the sequence

n— iM; 1-8) %
{alnl/l_[?;f(mﬂru;Mi)}oo :{(a,ll/ i=11<mi+ﬂl—hzjz)) }
n=1

clearly diverges, while

N My 00 b N N tin My 00 b/
(o) 5 b (o Tl w)) S %

n=1 n=N+1 n=1 n=N-+1
N My b
NE . n
< (2" ews) > 2
n=1 n=N+1 "
The statement now follows immediately from Conjecture 1.14. O

Combining the Erdés Jumps from [23,35], we get the following lemma. The
paper [35] is presented in Section 1.4, while [23] is presented in Section 1.7.

Lemma 1.16. Conjecture 1.14 is true in the following cases.

1. my, i € N with fized p; = i, b, < 29829 for some fized constant o € (0, 1),
and E, = bf.

2.m; =1, u; = p is fized, b, < 2829 for some fived constant a € (0,1),
E, = max{b?", n3200"" 1 and lim sup ot = co.
n—o0
3—¢

CE, = 2T, b, and

i=1"1

3. m; € N) Wi = Z+ 1 — Miilly bn S agoglogan)—
n—1 .
lim sup ab/ ML= M)
n—00

Furthermore, Conjecture 1.15 is true given the assumptions of case 2 where the
bound on b, weakened to b, < |an|521°g3 % gnd the limsup condition strengthened

to limsup a(IHH/ A=) — o0,
n—oo

Remark 1.17. In case 3, n! [[1=, M, is equal to [/, (m; + p:M;) due to the choice

of p;. Similarly, (1 + p)» ' = [["Z1(m; + p:M;) in case 2.

n=1

Proof. Case 1. This follows from [35, Lemma 16] with D = 1, d; = um,, and
dng1 = Mpg1

Case 2. This follows from the proof of Lemma 11 in [23] with M = p — 1.
While the lemma assumes p > 1, this additional assumption is easily removed (see
subsection 1.7.2).

Case 3. This follows from [35, Lemma 19] where D =1 and D,, = M,,.

The statement regarding Conjecture 1.15 follows from case 2 and the condi-
tional proof of the conjecture. This completes the present proof. n
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1.3 Some additional algebra

In this section, we introduce further notions and theorems that will play a central
role in phrasing and proving results that will be presented in the next few sections.
Unless otherwise stated, the introduced terminology and results are standard know-
ledge within the field of algebraic number theory.

We start by expanding our vocabulary regarding fields and field extensions.

Definition 1.18. Let K and IL be fields. We then make the following definitions.

o If L O K, then we say that L is a field extension of K, and we define the
degree of this field extension, denoted [L : K], as the dimension of I when
viewed as a K-vector space.

e Let a lie in a field extension of K. If there exist d € N such that
co+cla+...+cdad:O,

for the right choices of cg, ..., cs € K with ¢; # 0, then we define the degree
of a over K, denoted degy a, as the smallest such d. If no such d exists, we
write degg a = co.

o If K C Q, we say that a map o : K — Q is an embedding into Q if it is a ring
homomorphism over K, i.e., if o(a + bc) = o(a) + o(b)o(c) for all a,b, c € K.

Notation. Let K be a field, and let {a,}?2, be a sequence of numbers from a field
extension of K. Then we have the following notation.

o If degy a, = d < 0o, we write K(a,,) = {Zf;ol cial i c; € K}

If degy a, = oo, we write K(a,) = {Efifz( cal i e KK € N}.

o We write K(an,,a,) = (K(ay))(an), i.e., K(am,a,) = K'(a,) if K' = K(ay,).
o We write K(ay, as,...) = U -, K(a,as,...,a,).

o If K C Q, we write Ok for the set of algebraic integers in K.

Remark 1.19. The following facts will be considered common knowledge when
using the above notation and definitions.

e K(a) always defines a field, and so does K(ay, as, .. .).

e The above definitions of degree generalize the notions introduced in Section
1.1 since it easily follows that [K(a) : K] = degk a and deggp a = dega.
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e By a simple argument from linear algebra involving bases, it follows that
K(a,b) : K] = [K(a,b) : K(a)][K(a) : K].

e If K C Q, then any embedding ¢ : K — Q is automatically injective, and
the number of such embeddings is equal to [K : Q].

We will now introduce ways of estimating the complexity of algebraic numbers.

Definition 1.20. Let a be an algebraic number of degree d. We then make the
following definitions.

e The minimal polynomial of a is the unique polynomial P, = co+c1 X +...+
cgX? such that P,(a) =0, co,...,cq1 € Z, cg € N, and ged(cy, ..., cq) = 1.

e The leading coefficient ¢, of P, is called the denominator of a, denoted den a.

e Factoring P, as P, = cy(X —aW)--- (X — a?), Mahler measure of a is
defined as

M(a) := cdeaX{l, a(i)u.

Notice that the denominator of an algebraic number a is also the smallest
positive integer ¢ such that ac is an algebraic integer.

One of the advantages of the Mahler measure is that it provides a way to
measure the complexity of an algebraic number. Another and particularly useful
way to do the same is with the Weil height, defined below. This definition is more
advanced and relies on the notions of places and their associated local fields. Since
places and local fields take a while to introduce and are not used elsewhere in
this chapter, the interested reader is instead referred to [48, Section 3.1, which
provides a neat and brief introduction.? Alternatively, the reader may understand
the Weil height in terms of the Mahler measure through the remarkable Theorem
1.22 below.

Definition 1.21. Let a be an algebraic number. We then define the Weil height of
a as

H(a) := H max{1, |a], K- @)/ Q.

ve My

where K is an arbitrary number field containing a, Mg denotes the set of places
for K, and K, is the local field of K at v.

2In [48], normalized absolute values are used instead of places, but this makes no difference
since places are simply the equivalence classes of absolute values, of which the normalized ones
are canonical representatives.
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This definition does not depend on the choice of K (see [48] for a proof).

Recalling Definition 1.8, we may compare the Weil height, the Mahler measure,
and the house using the following classical theorem. The equality is proven in [48]
while the inequality is a trivial consequence of Definitions 1.8 and 1.20.

Theorem 1.22. Let a be an algebraic number of degree d. Then
H(a)* = M(a) < (dena) max{1,@"}

The Weil height appears in the rather useful Theorem 1.25, which is presented
in the below Section 1.4, but it also behaves rather nicely with respect to addition
and multiplication. This is seen in the following lemma, a proof of which is found
in [48].

Lemma 1.23. Let a4,. .., a, € Q with a; # 0. Then
H(ay+ -+ +a,) <nH(ay)---H(a,), H(aias) < H(ay)H(by),
H(]_/Cll) = H(al).

The following lemma has also been used for bounding the house of a sum of
algebraic numbers. Its two statements are proven in [38] and [39], respectively, but
are most likely also proven elsewhere in the literature.

Lemma 1.24. Let xq, ..., x4 be algebraic numbers. Then there is a constant C > 0,
depending only on 11, ..., x4, so that for any (ci,...,cq) € QY
[c1x1 + oy + -+ + caxg] < C1 max |l
1<i<d
If furthermore x1,...,x4 are linearly independent over Q, then there is another
constant Cy > 0, depending only on x1, ..., x4, so that for any (ci,...,cq) € Q,

[c1x1 + camg + -+ + caxq] > Co max |¢l.
1<i<d

1.4 Irrationality of series and products

In this section, we will consider criteria for K-irrationality of infinite series, infinite
products, and infinite products of infinite series. These results are based on the
papers [36] and [35] by the current author, the latter paper being a joint work
with Simon Kristensen. The preprints of the papers are printed in their entirety
in subsections 1.4.3 and 1.4.4, respectively. In subsection 1.4.1, we will consider a
number of examples.

Common for all these results is that they rely on the below generalization of
Theorem 1.1, a proof of which may be extracted from [6, Theorem A.1]. H is the
WEeil height as defined in Definition 1.21.
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Theorem 1.25. Let a,b be non-conjugate algebraic numbers. Then

la —b| > (2H (a) H (b))~ 8@ s

We are now ready to state the below theorem, which is the main result of
the paper [36]. It generalizes Theorem 1.7 and extends Theorem 1.11, combining
arguments from both theorems.

Theorem 1.26 (Laursen, 2023). Let D, K € N, a € [0,1) ¢ > 0, and { € C with
(] = 1. Let {d,}nen be a sequence of natural numbers, and write D,, = [["_, d,.
Fori=1,....K, let {a;n}nen and {b;, }nen be sequences of algebraic and positive
integers, respectively, so that

TL1+€ S |a1,n’ S |a1,n+1|7 [@ (al,n7 s 7aK,n) : @] S d’ru
bi,nm S 2log§“ |a1’n"a'i,n|7 |ai,n|2_ log3 |av.n| < |a1,n| < |ai,n|210gg \a17n|,
b; R(Cb; ;
R (g ”) S0, lim /)
Qi n n—00 %(Cbi—&-l,n/ai—l—l,n)

writing b y1m, Axi1, = 1, and

lim inf \al,nll/(m IS (@ +KD) < iy sup |a1,n|1/<Dn IS (@ HKD0) < oo, (1.5)
n—00 n—o0
Then the numbers 1, 0" bin/a1p, .., ey bn/ak s are linearly independent

over K for all number fields K of degree at most D.

In [36], it was assumed that |a;,| < |aint1], but making the inequality soft
does not affect the proof in any meaningful way, and it allows us to extract the
following corollary regarding Yk-irrationality.

Corollary 1.27. Let d € N. Suppose all assumptions of Theorem 1.26 are satisfied
with d,, = d for all n. Then the sequences {a1,/b1, Y22, .., {0k n/brn}, are
Y -linearly independent over K for all number fields K of degree at most D.

Proof. Let {c,}2°; be a sequence of positive integers. Let ¢ : N — N be a
bijection such that A, := a1 ¢(n)Cs(n) is of non-decreasing modulus, and set A;,, :=
Ui o(n)Co(n), Bim = Uiom)Com)- Then the sequences {A;,}°2, and {B;,}22,, with
1=1,..., K, satisfy the assumptions of Theorem 1.26 with d,, = d. This completes
the proof. n

Remark 1.28. By this corollary, the limsup condition of Theorem 1.11 may be

replaced with the more general assumption that \an\l/ (D" 5 (4K D) 4 divergent

in R.
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In the above corollary, we fixed d,, = d due to the necessary re-ordering of
|a1 ncn|. Suppose for a moment that we did not make this assumption. Depending
on {c,}2,, the reordering may move (ay,,...,a0k,) arbitrarily around. For a
sufficiently devious {c,}22 ,, we may therefore be in the case that this reordering
postpones those indices n that have small values of d,, increasingly far while bring-
ing the indices n with large values of d,, correspondingly forward. If done correctly,
this will increase the resulting D,, significantly for all values of n, which in turn
makes the liminf<limsup criterion much harder to satisfy as it now appears plaus-
ible to end up with limsup,,_, . |A17n\1/(Dn [T (d+KD)) 1, where d, = d, ) and
D! = H?;ll d;. Of course, this may be avoided if ¢, is sufficiently large for the
right n, but it is doubtable that this will always be the case.

In the paper [35], Kristensen and the current author found that the products
versions of Theorems 1.11 and 1.26 follow from almost the exact same proofs. By
tweaking the algebraic part of the proofs, the following somewhat stronger theorem
was shown.

Theorem 1.29 (Kristensen—Laursen, 2025 on arXiv). Let D € N, e > 0, a € (0,1),
and e € {—1,1}. Let {a,}22, and {b,}2, be sequences of algebraic and positive
integers, respectively. Write Ko = Q, K,, = K,,_1(a,), d, = [K,, : K,,_1], and
D, = [[i_,d;. Let K denote the field |J;., K,, and suppose for all n and some
fized e € {—1,1} that

n' 7 < an| < anal,  [@albn < lag[20%2100° 0 e(R(an/bn) +1/2) >0,

with (R(an/by) + 1/2)e > 0 infinitely often, and that |a,|"/@" TH= G+D0) - diverges
in R asn — oo. Then degg [, (1 +bn/a,) > D.

Restricted to a statement on Ilg-irrationality, we get the following corollary.
Notice that the bound of real values is strengthened for e = 1 in order to make

it resilient against significant scalings of a,,. The same is observed by the current
author in [39].

Corollary 1.30. Letd,D € N, e >0, a € (0,1), e € {—1,1}, and let K be a number
field. Let {a,}2, and {b,}>2 | be sequences of algebraic integers with degg a,, < d
and b, € N. Suppose for all n that

W< fan] < lansal, [l be < aq|200% 10007,

e%(a—”) >0 de=t
b 1/2 ife=—1,
with R(an/by) # —1/2 infinitely often, and that |a,|V/(P" THS @+ QD) giperges

in R as n — oo. Then {a,/b,}, is (3,1L)-irrational for all field extensions
L D K(ay,as,...) of degree at most D.
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The improvement of the proof that leads to the stronger statements of both
theorem and corollary compared to the series setting is surprisingly simple and
relies on how Theorem 1.25 is applied. In the algebraic arguments of Theorems
1.11 and 1.26 with K = 1, we write y = >0 & and vy = ZN b2 For Theorem

n=1 a, n=1 a,
1.29, we have v = [[°2,(1 + &) and vy = []._,(1 + %) instead, but this is of
no significance in the following. Then we assume, towards contradiction, that
degy < D (for Theorem 1.29, we only assume degg v < D).
After bounding H (vx) and ensuring that v eventually differs from v, we apply
Theorem 1.25. In the proofs of Theorems 1.11 and 1.26, we take a = v and b = vy,

which leads to
—(deg ) degvn —Dp degvy
v —n| > (2H(7)H () > (2H(v)H(7v)) : (1.6)

using that deg vy < degay - --degay. Notice that the moment after we apply The-
orem 1.25 in this way, we can no longer take advantage of any algebraic connection
between v and vyy. In the proof of Theorem 1.29, we instead take a = v — vy and
b= 0. Since H(0) = deg0 = 1, this now leads to

—deg(y— — deg(~v—
[y =l > (2H (v =)~ > (4H () H ()~ 07,

using Lemma 1.23 for the second inequality. This now becomes a much stronger
bound if deg(y — 7y) is significantly smaller than Dy deg~y, which is easily the
case if v has a large degree and lies in a field extension of K.

Doing these improvements to Theorem 1.11, Theorem 1.26, and Corollary 1.27,
we find the following theorem on linear independence of numbers and sequences,
which has not previously been published. Drawing inspiration from the papers
[38,39], the theorem also contains an additional improvement by replacing the
exponent D" [[7(d; + D;K) with the slightly smaller [[/—}'(d; + DD;K).

Theorem 1.31. Let D, K € N, a € [0,1) ¢ > 0, and ( € C with |(| = 1. Let
{K,}22, be a sequence of number fields satisfying K,, C K, 11, and let K denote
the field | )~ K,,. Write di = [K; : Q], dpt1 = [Kos1 0 K], and D, =[], d;.
Fori=1,...,K, let {ain}tnen and {b;,}nen be sequences of algebraic integers with
a;n € Ok, andb;, € N, respectively, so that

n'*e < lay,| < lanl, bi [ im] < o(log, |a1,n|)a|ai,n’7
b
oaal 27005 5 < fag ] < faga 2R, (2 5,
1,n

and, when 1 < K,

lim i/ Ginl (1.7)
n—00 |bi+1,n/ai+1,n|
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If the sequence {|a1,n|l/ml=_11(di+DDiK)} diverges in R, then the numbers 1,

n=1

oo bin oo brn . . .
> PR ERRE Yot ey are linearly independent over IL for all field extensions

L O K of degree at most D.
Let d € N, and let Ky be a number field. Suppose [Ko(ain,...,axn): Ko <d

for all n € N and that the sequence {|a1’n|1/H?§11(d+diD[Ko:Q])} diverges in R.

n=1
Then the sequences {ayn/b1n}2 1, .. {axn/brn}e, are X-linearly independent
over L for all field extensions L D Ko(a1y, ..., 0k, : n € N) of degree at most D.
If we replace equation (1.7) with

bi+1 n . %(gbin/ai n)
R _— 0 d 1 : - =0 1.8
(Cai—i-l,n) ~ o nggo %(Cbiﬁ-l,n/ai—&-l,n) ’ ( )

then the above statements still hold but where ‘[...] independent over L’ is replaced
with ‘[...] independent over LNR".

We prove this in subsection 1.4.2. Considering the matters of »- and II-
irrationality settled, let us move on to an irrationality result for infinite products
of infinite series that Kristensen and the current author dealt with in the second
half of [35]. In this setting, we have to be more restrictive regarding the real and
imaginary values of a, /b, than in the series and products cases. For that reason,
we introduce the following definition.

Definition 1.32. Let (ay,m)mnen and (b, m)mnen be infinite arrays of algebraic and
positive integers, respectively. We then say that (@, m)mnen and (bym)mnen form
a I1¥-neat pair if at least one of the following conditions is satisfied.

L. R(anm) > 0 and eSa,,, > 0 for all m,n € N, where e € {—1, 1} is fixed.

2. R(anm/bnm) > —% for all sufficiently large m + n with > infinitely often,
and e (anm) > |R(anm)| for all m,n € N, where e € {—1,1} is fixed.

(
3. [S(anm)| < R(an,,) for all m,n € N.
4. X < 1, R(anm/bom) < 0, and [S(anm)| < R|R(anm)| for all m,n € N,
where X = sup,, o {327, 2221 and R € (0,1/X) are fixed.

n=1 |an,m|

We then get the following theorem.

Theorem 1.33 (Kristensen—Laursen, 2025 on arXiv). Let D € N, let € > 0. Let
(@nm)mmen and (bnm)mnen be infinite arrays of algebraic and positive integers,
respectively, that form a II¥-neat pair. Suppose that the sequence {|an1|}oo, is
non-decreasing and that for n sufficiently large,

n1+e < ’an,1‘> Z

J=1

bn—j+1,j y—8-¢

< ‘an,l ’71+(10g log ||

An—j+1,5
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and

n

n+(log log |a]) 3¢
[ @551 < lan, [ tostosled ™,
Jj=1

Write Ky = Q(a11), K, = Ky—1(@1 041,25 - - -, Gni11), and D, = [K,, : Q]. Let
K denote the field | J,~, K,,. Then degg [1°_; (14> 0% bum/anm) > D if

lim sup |an71|1/(D"”! IG5 D) — o,
n—oo

The proof combines ideas from the proofs of Theorem 1.11, Theorem 1.29, and
the paper [21] by Hanél and Kolouch.

It would now seem natural to extract an irrationality statement like those
in Corollaries 1.27 and 1.30. Unfortunately, this is not as easily done for the
following reason. In the series and product settings, the number of a,; and b; ;
considered for fixed n did not depend on n itself. Meanwhile, for Theorem 1.33,
we have increasingly many a; ; and b; ; to consider for each n, namely those with
i+ j—1=mn. These a;; and b; ; are furthermore compared to each other without
any immediate connection to those considered for other values of n except for the
fact that {|a, 1]}, is non-decreasing and satisfies a specific limsup condition. If
we now try to reorder the terms, we will be forced to mix collections of a; ; and b; ;
from different values of n and compare them. How to handle this appears to be a
study in itself, though one this author fears would be of too little reward. For now,
the closest we get to a notion of ‘XIl-irrationality’ is the below trivial corollary to
Theorem 1.33.

Corollary 1.34. Keeping the assumptions and notation of Theorem 1.33, let {c,}o2,
be a sequence of positive integers such that {|a|c,—1}2, is non-decreasing. Then

degy [Lmy (14 220200 bum/ (@nmmn)) > D if

. n I TT7 L D
lim sup |y, | /P = P)

n—0o0

= OQ.

Notice that the assumptions of Theorem 1.33 imply more lenient bounds of
b, in terms of a,; than would be expected from Theorems 1.26 and 1.29, thus
allowing by, 1@, 1] as large as |an71|1+1/ log®*loglan.| ~ This is due to a more effective
Erdés Jump (see Section 1.2). This Jump has, however, not yet been made in the
cases of liminf <limsup<oo.

1.4.1 Examples

In this subsection, we will present a list of examples to the theorems presented
above. Most of these examples are inspired by [23, Remark 4]. Recall the Riemann
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zeta function, defined by equation (1.3). A direct consequence of Theorem 1.3 is
that the number > | 1/(n’a,) is irrational when s > 1 is an integer and {a,, }> is
a sequence of positive integers such that limsup,_,. a? "~ = oo. Our first example
provides a similar statement when s > 1 is a rational number but not necessarily
an integer. This is then generalized in the subsequent example to a statement of
linear independence of multiple series. In all the below examples, m denotes the

prime counting function, i.e., 7(n) is the number of prime numbers p < n.

Example 1.35. Let p,q € N with p > ¢, and let {a,}?°, be a non-decreasing
n=1(1 gm0

sequence of positive integers such that a}/ Ilimy (™) diverges in R. Then the

number Y7 1/(nP/%a,,) is irrational by Theorems 1.11 and 1.26. Instead applying

Theorem 1.31, we get the stronger result that Y o0 1/(n”/%a,) ¢ Q(v/2,V/3,...).

Example 1.36. Let s; > ... > sg > 1 be distinct rational numbers, let ) be the
least common multiple of the denominators of sy, ..., sk, and let {a,}>°, be a non-
decreasing sequence of positive integers with a, > n'°" such that the sequence

n-l m(i))) &°
{CL}/H’:1 1+e )} diverges in R. Then the numbers 1,>"°  1/(n" ay,),...,

n=1
3> 1/(n*%a,) are linearly independent over Q( ¥/2, ¥/3,...) and, in particular,
over Q. This follows from Theorem 1.31 with a = 2/3 and a;,, = n*a,.

We now consider similar examples for infinite products and for infinite products
of infinite series.

Example 1.37. Let p,q € N with p > ¢, and let {a,};2; be a non-decreasing

n=1(14qm(®) )
sequence of positive integers such that a}/ [li=y (™) diverges in R. By Theorem

1.29, the number [[>7, (1 + 1/(n?/%a,)) is irrational and, in fact, not contained in

the field Q(+/2,V/3,...).

Example 1.38. Let ¢,mo € N, and let {a,}22, be a non-decreasing sequence of
n—1 (i) X

positive integers with a,, > n'°®™ such that limsup,, . a}/ (MIT=0 ™) — o, Write

amy = 1 and @y = Gpym-me—1 for n > 1. Then Theorem 1.33 with o = 2/3

ensures that the number

mEr[no ; nm/qam’n N ml;[no (1 " nZ:; nm/qam,n>

is irrational and, in fact, not contained in the field Q(+/2,V/3,...).

Remark 1.39. The assumption a, > n'°8™ that is present in Examples 1.36 and
1.38 is most likely unnecessary for the examples to be true. However, removing
this assumption requires improvements to the Erdés Jump, similar to those made
for case 2 of Lemma 1.16. While this should not be too difficult, it will require
more time than this author has available at the time of writing.
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Our final example is a special case of [39, Example 3.1].

Example 1.40. Let x be an algebraic integer with x = 7] > 1. By Corollary 1.30
and Theorem 1.31, the sequence {2/}, is B~ and g,)-irrational if h, € N
and h, > n? for all n and h, > 3"logn 1nﬁn1tely often. For instance, we may
take h, = 3"n or h, = 32" d + n, where |log,n| denotes the largest integer no
greater that log, n.

1.4.2 Proof of an improved theorem

We will now prove Theorem 1.31. The analytical part of the proof is an application
of Lemma 1.16, while the algebraic part is covered by the following two lemmas.
The first lemma combines ideas from [36, Lemma 11] and [35, Lemma 15|, while
the latter generalizes a statement used in the proof of [36, Lemma 11].

Lemma 1.41. Let D, K € N, let {K,,}°°; be a sequence of number fields satisfying
K,, C Ky41, and let K denote the field |J,~ | K,. Write Ko = Q, d, = [K,, : K,,_1],
and D,, = [}, d;. Fori =1,...,K, let {a;,}nen and {b;,}nen be sequences
of algebraic integers such that a;, € Ok,, bin € N, b, < maxi<<p@i,, and
> |bin/ain| converges for all i. Let L be a field extension of K of degree at
most D, let B1,...,Bx € L, and write

Suppose that {yn}3_, does not contain any constant subsequence and that v € L.
Then

DDy
. N bi,n
lim 2 max am max = 00.
N—o0 1<@<K 1<K |ay |
n=N+1

Proof. Because vy does not attain the same value infinitely often, we must have
vn # 7y for all large enough N. We then have from Theorem 1.25 that

—de —
Iy =l > (2H (v — ) B0, (1.9)
Pick ¢ € L such that L. = K(§), and write L,, = K,,(§). Since degg & = [L : K] < D,
there is a polynomial P € K[X] of deg P < D and P(§) = 0. Because K = |-, K
and K,, C K,,11, it follows that the coefficients of P must be contained in K, for all
sufficiently large n. Hence, [L,, : K,] < D when n is large enough. Clearly, we also
have L = | J77, L,,, which means that we eventually have £, Bs,...,8k,7 € Ly
and, consequently, v — yx € Ly. The upshot is that when NN is sufficiently large,
N
deg(y — yn) < [Ly : Q) = [Ly : Ky] [ [IK» : Kooa] < DDy

n=1
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Combined with inequality (1.9), we have

—DDx

Y — | > (2H(’V - ’YN)) (1.10)

By Lemma 1.23 and Theorem 1.22,

H(y—n) < (K+2)H(7)H<H(ﬁi)(N+1)HH<bi,n>>

a.
i=1 L

N K
< oN/D- 1l_Il_IH( ><2N/D 1HHmaX{|m|>bi,n}-

i=1n=1 n=1 i=1

n=1

for all sufficiently large N. Since b;,, < maxi<;<y, |ai |, inequality (1.10) now yields

—Dx
\’V—%ﬂz( leg%am )

From this and the triangle inequality follows that

—Dn K [e'¢) b
2N DK < 2,1
(L e DI BT
i=1 n=N+1 disn = n=N-+1 Gin
<N max |——|,
1<i<K | a;
n=N-+1 ’
for all large enough N, which completes the proof as it implies
DN o
b, 9N(N-1)Dy
N max [d; | max |——| > "———. O]
< H 1<i<n [@i] ) 1<i<K || N
n=N+1 )

Lemma 1.42. Let ( € C with |(| =1. Fori=1,..., K, let {a;n}nen and {b;,}nen
be sequences of non-zero complex numbers with b; , = |b; | so that

R (Cblm/al,n) > 0.

Let 1, ..., Bk be complex numbers that are not all 0, and write

F}/N_Zﬂzza

If equation (1.7) is true whenever 1 < i < K, or if p1,...,Bx € R and equation
(1.8) is true whenever 1 < i < K, then the sequence {yn}_, does not contain
any constant subsequence.
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Proof. Let M, N € N with M > N, and let R < K be the maximal index such
that Sr # 0. If R =1, then

() =w(ke) - yom(cle)

is strictly increasing, and the proof is complete. We then suppose R > 2. Notice
that it will be sufficient to prove that v,; # vn when N is sufficiently large.

Suppose equation (1.7) is true for ¢ = 1,..., R — 1. By the converse triangle
inequality,

' R,n i || Oin
|IVM_’}/N|: Z/BZ Z i,m Z|BR|< Z ) _Z_ ) )
=1 n=N+1 din n=N+1 AR i=1 5R Qi

Writing f = maxj<;<g |fi], it now follows from equation (1.7) that when N is

sufficiently large,
) > 0.

This completes the proof in the present case.

Suppose now that Ji,..., 8k € R and that assumption (1.8) is true whenever
1 < i < K. The proof is then identical to that of the claim in the proof of [36,
Lemma 11]. We repeat the argument here for clarity, making only a minimal
amount of changes to notation and wording.

Assume without loss of generality that Sr > 0 (otherwise replace each ; by
—G; for all 7). Using that the the real value map is linear over R, together with
the first part of assumption 1.8, we find for each n € N that

(cZ& ) Zﬁﬁ‘(éﬂ] )

bRn = Cﬁ] ]n/ajn)
‘%@R ) ( i <<ﬁRbRn/aRn>>'

J=1

bi,n

M
v =l > 1Bal > (— -

n=N+1 i

(B—-1)p
|Br|

bR—l,n

AGRr—1,n

The second part of assumption (1.8) then implies for n sufficiently large that

(b] n/n) < Br

n)
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and thus § <C Z] 1 BJ ) > 0, by the assumption that R(¢b;,/a;,) > 0. For N
sufficiently large, it hence follows that

N M K
R(Cn) =3 (cz@ s ) - Z%<<Zﬁj ) ) (o).
n=1 j=1 Jm n=1 j=1 Qjin
which completes the proof. OJ

We are now ready to properly prove Theorem 1.31.

Proof of Theorem 1.31. We first prove the statements of linear independence of
numbers, so we may assume that the sequence {|a o/ TIEST (di+ DDiK )} diverges

in R. If assumption (1.8) with f1,..., 8k € R is used rather than equatlon (1.7),
then replace L by LN R in the followmg. Let (B1,...,8k) € LE\ {0}, and let
vy and v be defined as in Lemma 1.41. If we had v € L, then Lemmas 1.42 and
1.41 would imply that

Dy o
. bi,n

lim max [a; | n max = 00.

N—00 L 1<i<K 1<K |a ]

n=N+1

Applying the bounds of b;,, and [a; .|, we get

Dy
, N . ©_ 92log§ |atul
oN H’al ‘DK2DKlog2 |a1,n] E :
s
|a1.n]

n=1 n=N+1
Dy o ;
2 i,n
oN H max am max >1,
1<z<K 1<K ||
n=N-+1

which contradicts case 1 of Lemma 1.16 with m,, = d,, and y = DK. Hence,
v ¢ L. Since(By, ..., Bx) € LX \ {0} where chosen arbitrarily, this proves that
the numbers 1,> 7 | Zi: D P Zi—: are linearly independent over L.

The argument for linear independence of sequences then follows in complete

parallel to Corollary 1.27. O]
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1.4.3 Paper 1: Algebraic degree of reciprocal algebraic integers

Below, the reader will find the paper [36], which has the current author as its
sole author. The paper was published in Rocky Mountains Journal of Mathem-
atics in April 2022 and is available through the link https://doi.org/10.1007/
540993-024-00553-2. While the published version of the paper is not available
without a subscription, the preprint is freely available on arXiv through the link
https://arxiv.org/abs/2203.11786 or via the arXiv identifier 2203.11786.

Though the published version is nicer to look at than the preprint, the differ-
ences between the two versions are of no real significance. These differences entail
a different formatting, corrections of minor typing errors, and slight changes to
wording and notation. Finally, the theorems and lemmas are numbered differently
in the two versions; where the preprint writes Theorem 1, Theorem 2, ..., The-
orem 4, Lemma 1, Lemma 2, ..., Lemma 8, and Theorem 5, the published version
instead writes Theorem 1, Theorem 2, ..., Theorem 4, Lemma 5, Lemma 6, ...,
Lemma 12, and Theorem 13. The lemmas and theorems are presented in the same
order in the two versions, however.

The journal preferred that the published version would not be included in this
thesis. Respecting this, we will instead see the preprint as it is available on arXiv
but with the numbering of its lemmas and theorems changed to match that of
the published paper. The presented version has a length of 15 pages, numbered 1
through 15.
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ALGEBRAIC DEGREE OF SERIES OF RECIPROCAL
ALGEBRAIC INTEGERS

MATHIAS LOKKEGAARD LAURSEN

ABSTRACT. In this paper, I give sufficient conditions for any linear

e e b b
combination in Q of numbers ff_l allf” R }:Z‘il ai;n
- sn - n

algebraic degree greater than an arbitrary fixed integer D when the
numbers o ,, are algebraic integers of sufficiently rapidly increasing
modulus and the b;,, are positive integers that are not too large.

to have

1. INTRODUCTION

In 1975, Erdés [3] gave a sufficient condition for an increasing series
of reciprocal integers to be irrational, as stated in the below theorem.

Theorem 1 (Erdés). Let {a,}nen be an increasing sequence of natural

numbers such that a, > n'™ for some ¢ > 0 for all n sufficiently large.

. 1/2m 0o 1 .- .
Iflimsup,,_, an'~ =00, then }_ ~, -~ is irrational.

Later, in [4], Hancl extended this theorem to also cover the case of

1 <limsup a}/Qn < limsupa

n—oo n—o0

1/2n

n o < oo,

while also providing a related condition for finitely many series of frac-
tions S2°°  %n (j = 1,..., K) with sufficiently small and positive b; ,

n=1 Qi

to be irrational and linear independent over Q.

Theorem 2 (Hancl). Let K € N, and let Ay, As,a,e > 0 be real numbers
such that a < 1 < Ay < Ay. Fori = 1,...,K, let {a;n}nen and
{bin}nen each be sequences of natural numbers. Suppose that

VneN: n'f* <ay, <apn,

lim sup alvnl/(KH) = A,
n—o0

. . n
liminf a, ,, /)" = Ay,
n—00 ’

Vne NVI<i<K: bi,n < 2(10g2 lll,n)“7
bin j,n
Vi<i<j<K: lim-%n

n—oo al,nbj,n

V1 <1 < K - Qi n, 2*(log2 a1,n)® < a1n < . 2(10g2 al’n)a.

=0,

This research is supported by the Independent Research Fund Denmark.
1
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oo bl,n o0 bK,n . . . .
Then ), P RRRE Yo acr are irrational and linearly independent

over Q.

In 2017, Hanél and Nair [5] showed that integer sequences of the
form a,1 = a? — a, + 1 with a; > 2 will satisfy both lim,, . a, € Q

and
1 < {/a? —a; <liminfaY?*" = limsup aX/?" < oo,
n—oo

n—0o0

which exemplifies that the requirement A; < A, cannot in general
be omitted from Theorem 2. The main result of [5] was a variant of

Theorem 1 where the a,, may be square roots of positive integers when

. n?/2 . .
lim,, oo a,ll/ 2 = oo. Two years later, this result was generalised to the

below theorem by Andersen and Kristensen [1], which gives a sufficient
condition for > >° 1/, to have large algebraic degree when «, are
algebraic integers of bounded degree.

Theorem 3 (Andersen and Kristensen). Let d,D € N, € > 0, and let
{an nen be a series of algebraic integers of mazimal degree d such that

VneN: o't <|a,| < |anl,
1

. nTn—1L,5, iy
lim sup |a,, | P" =1 (@44 = o0,
n—0o0

Vn e N: [ag] = |y

Suppose that R(a,) > 0 holds for all n € N or that () > 0 holds
for alln € N. Then deg ">~ , i 15 strictly greater than D.

Both in the above theorem and for the remainder of this paper, [al
denotes the house of an algebraic number «, which is defined as the
maximum modulus among the conjugates of «.

As Andersen and Kristensen note in their paper, their proof only
really needs [a;] to be bounded by C|ay,| for some uniform constant
C' > 0. Similarly, the restriction on the sign of the real (or imaginary)
value of «, is only to enforce that all «,, are contained in an open half
plane not containing 0, which ensures that the partial sums Zgzl i
are non-zero and non-conjugate to >~ i for sufficiently large V.

The main result of this paper is a generalisation of Theorem 2 in the
spirit of Theorem 3, and the proof will combine the arguments used
by the respective papers. For the sake of clarity, we will, however, be
slightly more explicit with the open half-plane containing all «,, as
compared to Andersen’s and Kristensen’s proof of Theorem 3. For this
purpose, I introduce notation $¢(z) to denote R((z) for ¢ € C\ {0} and
z € C, as R¢(z) > 0 is then equivalent to z lying in the open half-plane
with 0 on its border and moving in direction of (.
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Theorem 4. Let D, K € N, let Ay, Ay, a,e > 0 be real numbers such
that a <1 < Ay < Ay, and let ¢ € C with |(| = 1. Let {d, }nen be a se-
quence of natural numbers, and write D,, = [[;_, d;. Fori=1,..., K,
let {bin}tnen be a sequence of natural numbers, and let {c;n}nen be
sequences of algebraic integers such that

(1) Vn € Nt o, < |ognst]

(2) Vn € N: |ay,| > n''e

(3) VneN: [Q(arn,...,akn) Q] <d,
S S

(4) hH_l>lnf |a1,n|Dn M7 (KDj+d;) — Al
R W

(5) lim sup |ay | P" S (KDitdi) — A,

n—oo

(6) VneNVI<i<K:2 el o —‘f‘l’"" < 2logz larnl)®
ai,n

(7) VneNVI<i<K:b,fag, <20l |q, |

(8) VnENVlSiSK:?EC<bi’n>>O,

Qin

)  Vi<i<j<K: lm (mc (Z) JRe (Sj—)) 0.

7;7n j7n

Then degy > D when v is any non-triwial linear combination over Q
of the numbers $°°° X S bicn

n=1 al,n’ n=1 QK,n

2. AUXILIARY RESULTS

The proof of Theorem 4 will be split into two parts, the first of
which will be based around the Weil height and the Mahler measure.
We recall the definitions below.

For K being some finite field extension of Q of degree d, we define
for a € K the Weil height of o as the number

H(a) = ] max{1 |al,}*,
veEMg
where M), denotes the set of places of K, and d, = [K, : Q,] denotes the
degree of the completion of K with respect to place v as an extension of
the completion of Q with respect to v. With the normalisation in the
exponent d,/d, the definition is independent of the field K containing
. We define the Mahler measure of « as

M () = |ag| ] [ max{1, |as[},
=1

where a4 here denotes leading coefficient of the minimal polynomial in
Z[X] of a, and a4, ..., ay denote the conjugates of a.
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The proof will furthermore use the following lemmas, the first of
which relates Weil height, Mahler measure, and house of algebraic in-
tegers. The main part of the statement, H (o)) = M(a)'/?, is a classical
result, which is presented in [8]. The rest is essentially a trivial consid-
eration, see [1].

Lemma 5. Let o be an algebraic number of degree d. Then
H(a) = M() < @ < M(a) = H(a)’

The second lemma is a list of further classical results regarding the

Weil height, see [§].
Lemma 6. Let o, 8 be algebraic numbers. Then
H(l/a) = H(a) ifa #0, H(a+B) < 2H(a)H(B),
H(af) < H(a)H ()

Similar results are likewise true for the degree function, as seen by
the below lemma.

Lemma 7. Let o, 8 be algebraic numbers. Then

deg(1/) = deg(a) if a # 0,
deg(a + f) < deg(a) deg(B), deg(af) < deg(a) deg(p3)

This is essentially trivial: Following the spirit of [6], the inequalities
come from noting that o + § and af both lie in the field extension
Q(a, ), which clearly has degree at most deg(«) deg() over Q. Noting
1/a € Q(a) and a € Q(1/a) for a # 0, it is likewise obvious that
deg(1l/a) = deg .

The below lemma is central for the first part of the proof of Theorem
4, and seems to originally be from [7]. A proof may also be extracted
from the proof of Theorem A.1 in Appendix A of [2].

Lemma 8. Let «, 8 be non-conjugate algebraic numbers. Then

1
la—=p| = 9deg(a) deg(8) V[ (oy)des(8) M ( 3)des(@)

In the second part of the proof of Theorem 4, we will occasionally
need the below simple estimate related to the exponent of the limes
superior and limes inferior.

Lemma 9. Let D, K, N € N be natural numbers, and let {d,}nen be a
sequence of natural numbers. Writing D, = [[;_, d;, we have

N N n—1
DN T[(KD; + d;) > KDD, > D" [[(KD; + ds).

i=1 n=1 i=1
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Proof. The first statement proven by induction in N. Note that the
statement clearly holds for N = 1. Suppose it holds for N — 1, for
some N > 1. Then

DN [(KD; + d;) = D(KDy + dy) (DN ]:[1(KD¢ + di))

i=1 i=1

N-1
> KDDy (DN [[(xD; + di)>

N-1 n—1
+dy (KDDN_1 > Dr[[(ED; + di)>
n=1 =1
N n—1

= KDDy Y D"[[(KD;+d).

n=1 i=1

i

Near the end of the proof, we will use a generalised version of a
lemma from [3], which Erdés used for proving Theorem 1. The current
version is presented and proven in [1].

Lemma 10. Let ¢ > 0, and let {a,}>2, be an increasing sequence of
real numbers satisfying a, > n**¢ for alln € N. Then

2+1/e
Z_ a/1+a'

3. ProOOF OF MAIN RESULT

The proof of Theorem 4 will be split into two lemmas:

Lemma 11. Let D, K € N, let ( € C with || = 1, and let a,c, Ay > 0
such that ¢ < a < 1 < As. Let {d,}nen be a sequence of natural
numbers, and write D, = [[\_, d;. Fori=1,...,K, let {in}nen be
a sequence of algebraic integers, and {b; , }nen be a sequence of natural
numbers. Suppose that equations (3), (5), (6), (7), (8), (9) are satisfied,
let By, ..., Bk € Z be integers that are not all 0, and write

K 00 bn
’YZZBJ' #a ZBJ Z
j=1 n=1 7"

= n=N+1

a]n
Ifdegy < D and c € (a,1), then

DD
DN [TV N (K Di+d;)° . K )
(V)| { 277 = B Ty | > 1

n=1

holds for all sufficiently large N.
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Lemma 12. Let D, K € N, and let Ay, Ay, a,e > 0 be real numbers such
that a <1 < Ay < Ay. Let {d,}nen be a sequence of natural numbers,
and write D,, = [[[_, di. Fori=1,...,K, let {cin}nen and {b;n}nen
be sequences of complex numbers. Suppose that equations (1), (2), (4),

(5), (6) hold and that
(10) VneNVI<i<K: [|b,|< 20l
Let By, ...,Bk € Z be integers that are not all 0, and write

YN =8 ) Ojj’n
1 n

j= n=N+1

Let c € (a,1). Then

N—oo

N DDy
liminf |[y(N)| <2DCN [15 (K Di+d;)° H ‘al,n‘K> —0.
n=1
One minor result that will be briefly used for proving both lemmas
is that equation (5) implies
(11) |y 0| < (245)P" THS (K D)

for n sufficiently large
We now prove Lemma 11:

Proof(Lemma 11). We introduce further notation

K N b K
IN = Zﬁi Z al-m ; B = H H(5).
=1 n=1 """ i=1

By Lemma 7 and equation (3), we quickly find

N K
bin
degyy < [ ] deg (Z = > < Dy.
n=1 i=1 L

Applying Lemma 5 and Lemma 6 followed by equation (7), we then
get

M(yx) = Hiy)* ™ < (2NKHH<@>HH<@-,”>H( ! ))

(e %
i=1 ,n

= QKNﬁ H H H(Oéi,n)H(bi,n)>

=1 n=1

IN

K N Dy
2Va 111 e lb_l)

i=1 n=1

D
K N N
vt [ o)

i=1 n=1

IN
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using that o, is non-decreasing and that ,m = b;,, as b;, € N. From
equations (6) and (11), we then have for N sufficiently large that

Dy
M(yy) < (22KN(log2(2A2)DN [T YK D;+d;) H |a1n|K>

_ DN
o DN [T (K Di+di)e N
(12) < ( I loal® .
1

2H(7)

We now wish to apply Lemma 10 to get an estimate on |y(N)|. To do
so, we need v # 7n, which is ensured for sufficiently large N if the vy
are mutually distinct from a some point.

Claim (5 # vy for M > N sufficiently large). To see this, let R be
the maximal value of ¢ such that §; # 0 and assume without loss of
generality that Sr > 0 (otherwise replace each §; by —f; for all 7).
Using that R is clearly linear in R, we find for each n € N that

SN & b,
we(nle) - Sam ()
=1 Jm j=1 J,n

R, (”R") (53 Sy iﬁ%;ifi?f)

7=1

Equation (9) then implies that for n sufficiently large, we have

Zﬁi Re(bjn/ctjn)

%C bRn/aRn) BR’

and thus R, (Z]K:l @;%") > 0, by equation (8). For N sufficiently
large, it hence follows that

Reyw = Z%CZ/BjOj—fn <> R
n=1 7j=1 n=1 j=1

]7n

bjn
— = éRC’YMa
Jn

which implies the claim.

Since 7 can have at most D conjugates, it then follows that v and
vy must be non-conjugate for N sufficiently large, and we may apply
Lemma 8, Lemma 5, and equation (12) (in that order) to find

1

WINE= 1y =l 2 Sagmraacy M ()3<80m) M (v )220
- 1
~ 2PPN H () PPN M (yn)P

1
DDy
DeNTIN Y (KD, +d. e N
<2 M= i) Hn:l |a17n|K
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This proves the lemma. U

Proof (Lemma 12). Applying equations (6) and (10) followed by (1),
we find

Pl | 30 el Yy
n=N+1 j=1 " n=N+1 j=1 D"
o a o0 c
J9(logs | ,nl) 9(logy |a1,n)
(13) = Z o |2—(10g2\041,n|)“S Z la |
n=N+1 175" n=N+1 Ln

for N sufficiently large.
We now split into two cases, both using the notation
1

D= (kD +d;)
Qp 1= |a1,n|7 Sn = Qn " B

Case 1 (a, > 2" for all n sufficiently large). We continue on equation
(13) and use that the function 21°%2%)° /x is decreasing for = > 1 to find

oo c oo c

9 (logz an) 9(logy an)

T S T e
N<n<logan41 n n>logan 41 n

22(log2 an+1)°¢ 2(10g2 2m)e

00
+ E -
a 2n
N+1 n>logan 41

22(10g2 aN+1)C

- 1
=——  *F Z 2n—cn

a
N+1 n>logan 1
92(logy an+1)° 1 9(logz an +1)*
aN+1 2logy ant1—(logz an+1 an+1

for sufficiently large N, where C' > 0 and w € (¢,1) do not depend
on N. The above equation is (safe for notational differences) a direct
transcription of equation (14) of [4], which is repeated here for clarity.

Next, we will make a choice of N that will later show the conclusion
of Lemma 12. Let 6 > 0 be a “sufficiently” small number (we will later
make uniform assumptions on its size). By equations (5) and (4), there
exist sg € N such that

(15) max{1l,A; —d} < S, < Ay +9

holds for all n > sg. For each such sq, pick s; € N minimal such that
so—1

(16) s> D™ [J(KD;+d;), max{1,A -4} <8, < A+,
i=1

and pick then sy € N minimal such that
(17) S9 > 81, A2—5<552 <A2+5.
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For sufficiently large sg, pick N = N(sp) € N minimal such that

1
(18) 51 <N < S92, SN+1 > (1 + m) max {S],AQ (5}

s1<j<N

This is doable as the contrary would imply

51<j<s2

1
Ay —5< 8, < (1+S> max {S;, Ay — 26}
2

< ... < max{S, Ay — 20} H (1-1—%)
J

j=s1+1
s 1
< (A -26) ] <1+_—2),
j=S1+1 j

which would be a contradiction for large enough sy (and thus s;), re-
gardless of §.
We then apply equation (18) along with Lemma 9 to find

a _ SDN+1H£V:1(KDi+di)
N+1 — PN41

1 DNFLITIL (K Dj+d;)
>(14 ——
( " <N+1>2)

max {S],AQ - 25}DNHHN (K Ditdi)

s1<j<N

1 DN+1 Hi:l(KDi+di)
>l114+ —
—( ’ <N+1>2)

. KDDy
( max {SJ,A2 — 25}Zn 1 DTS (KD1+d))

s1<j<N

1 DNHTY, (KDj+d;) N KDDy
>(14+ —— )
_(+(N+1)2) (Ha)

n=s1+1

KDDy
(H (A, — 26)P" TS 1(KD1+d)>
n=1
1 DN, (KDitdy) [ N
> 1+ == n
‘( +(N+1)2) (Ha)

1 51 (Ay — 20) D15 (K Di+d;) KDDNy
(19) — 11 ,
I a

n=1 "M pn=sg

KDDy
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for a small enough choice of §. For sufficiently large sq, equation (11)
gives

1 1 )
so—1 Z so—1 Dn n—1 KD:4d- Z (3A2) N7
Hn:]_ an anl (3A2) i=1 ( i+ z)

by choice of s; and N. Meanwhile, equations (15) and (16) followed by
Lemma 9 give

2 (Ay — 26)P" TIS (KDitdi)

11 o

n=so

(20)

<811 (AQ — 25)Dn H?ll(KDi"rdi)) (A2 _ 26)D51 L (K Ditdy)
>

Il (Ag 4 0)P" IS/ KDid) | (4, 4 §)D* TLL (KDitdy)

n=so

>1

— I

T (Ay —20)? DM [T (K Di+ds)
21) >
e =1l ((A2+5)(A1+5)>

n=sgo
by choosing § > 0 small enough that (Ay — 20)? > (Ay + 0)(A; + 9).
Notice that since d; and K are all positive integers, we must have
KD; +d; > 2, which ensures

N N-1

[[(KD; +d;) > N*Dy [ (KD + dy)*,

i=1 log (1 + m> i=1
for large enough N (recall ¢ < w < 1), using that 1/log (1 + m) is
dominated by the polynomial (N + 1)2. Thus

1 DN (K D;+d;)
(22) <1 I -
(N +1)2

Applying this as well as equations (20) and (21) to equation (19), we
have

N KDDy
3PN+1 N-1 ) ) B
anN+1 = <H Cln) oN*DI DN [Ti=y (K Ditdi)® (3A2) KNDDy
n=1

log 2

> oN*DNFIDN T (K Ditdy)*

N KDDy
> ([[er) e

n=1
for N(sg) large enough, using that (KDy +dy)/Dy < K 4+ 1, and K
is constant. Recalling equations (14) and (11), we now have

9(logy an41)* ( N > —RPDN 2(10g2(2A2)DN+1 [T, (KDi+dy))”
an

V)< — <[ ]]

N
aN41 —) ONZDNHZ (K Ditdi)*

IN

N —KDDy
_ N+1 7N . \w
(H an) 2 ND [[;L, (KD;+d;) ’
n=1
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and so

(V)] (2“’”“” (e Hlm )

DN [TV MK Di+d;)¢
2 =1 B v —(K—i—l)WN
= 9NDNTL (KDi+d;)* — ’

for all sufficiently large N(sq). As this becomes arbitrarily small as s
tends to infinity, the lemma follows.

Case 2 (a, < 2" infinitely often). Put A = (1 4+ Ay)/2. By equation
(5), we may pick arbitrarily large k£ € N such that

For each such k, pick ky € N maximal such that
(24) ko < k, ay, < 2%,

0

Notice that the case assumption implies

k—o00

As clearly ky < k for just slightly large k, pick N € N minimal such
that

(26) ko <N k, SN+1 > (1 + Sj.

1
(N + 1)2) Ko SyoN

Such N must exist as the contrary would imply
1 i 1
< — <. < —
A< S, < (1+k2>k£2?§k5 _SkOH (1+j2>
Jj=ko
A 1
< Sko H (1 + ?)

J=ko
for large enough k, as the number
- 1
Ck = Skg H <1 + —2>
i=ko J
tends to 1 as k (and thus kg, by (25)) tends to infinity. Following the

same argument, we may also conclude that S,, < Cy forall kg <n < N
when £ is sufficiently large. That leads to

| ko al kO N n n—1
[Te= (H an> IT a < (H 2k> [ ot
n=1 — -

n=ko+1 n=ko+1

Y

< Qk OD ]_[I 1 (KD +d;) H CD” ”7 " (KD;+d;)

n=ko+1
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by using the choice of kg and equation (1). Applying Lemma 9 and the
lower bound on N, we reach

N
N1 a2 N 1N-1 g
(27) H Ay < 2N2 <CkDN L= (KDHrdz)) _ 2N2 (Cz)D [ (K Di+d;) .

n=1

Aiming for a lower bound on ay,;, we use equation (26) and Lemma
9 to find

_ SDN+1 Hiv:1(KDi+di)
AN+1 = PN41

KDDy

By equation (1) and the choice of kg, we have
ol KDDy ko1 KDDy
- > 9—ko > 2—KN2DDN'

Recalling equation (22) (which uses neither case assumption or choice
of N), we get for sufficiently large N that

N KDDy
3 N+1 N-1 A _ 2
ANy > oN3DNH1Dy [T (K Ditdi) (H an> 9—KN?DDy

n=1

N KDDy
n=1
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Repeating equation (20) of [4], we use that the function 20°8%)° /x is
decreasing combined with equation (2) to see that

2 9(logy an)* 9 (logy an)* 0, 9(logzan)*
yr oy s
ap an an
n==k k<n<aj n>ag
2oz ax)° 9(logy n'+e)°
k
< a2y Z 1. @V | g, 1
> = nlte/2 — (CL%)1+E/2
<a ( 1)/2 + ka5/3<a—B’

for k sufficiently large, for some 0 < B < 1 < By not depending on k.
By equations (13), (23) and (28), we then have

k-1 10g2 an)® e 10g2 an)® 2(10g2 an+1)?

Y(N)| < ot
< 3 = Z o v T
Thus
N DDy
(V)| <2DCN L | )
n=1
- ) N DDy
< (M + akB) P NI (KD TT g
- aN+1 =l :

It follows by ¢ < w and equations (11) and (28) that

DD

9(logy an 1) NTN—1 N Y
ciilubaly P e 1
n

AN+1 n=1

9(logy (242)+1) D*NHD [T, (K Dy+d;)* N
< 27(K+1)“’
QNZDNHLTY (K Dj+d;)* ’

for sufficiently large N. Meanwhile, equations (23) and (27) imply that

N DDy
-B (2((K+1)DDN/2)CN H af)

n=1
N-1 . .
DDy <2N2 (CI%)DN L= (KDZJFdl))
ABDFITNZ (K Di+d;)

DN+1p Z\ifl KD;+d;
DDy (C2) ~ LS (K Ditdi)

DDy

< (QDEN HiV:EI(KDﬁdi)C)

<2N2+DCNH T HE D+d;)e )
N+1 771NV X .
(4B)D [[=1(KD;+d;)

9

< 9DN HL(KDﬁdi)C/(ABp)DNH 12 (K D;+d;) < o= (K+1)N
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using that C? < AP/2 for k (and thus N) sufficiently large. For k
sufficiently large, we conlcule

N DDy
|7(N)| (2((K+1)DDN/2)CN H aK) < 27(K+1)WN + 27(K+1)‘3N7

n=1
which clearly tends to 0 as k& (and thus V) grows large, and the lemma
follows. O

Proof (Theorem 4). 1t is clear that the entire hypothesis of Lemma 12
is implied by the hypothesis of Theorem 4, as equation (7) implies
equation (10). It is likewise clear that the only part of the hypothesis
of Lemma 11 that is not also used in the hypothesis of Theorem 4 is
the assumption that deg~y < D. As the conclusions of the two lemmas
are mutually exclusive, we conclude degy > D. U

CONCLUDING REMARKS

As in the case of Theorem 3, the requirements using R, (i.e. equa-
tions (8) and (9)) are used solely to ensure that vy is non-zero and
non-conjugate to v for all sufficiently large N. Consequently, these re-
quirements may be replaced any other set of conditions ensuring that
property. Note, however, that the property is required as one might
otherwise construct a sequence converging to a rational number while
satisfying all other parts of the hypothesis.

In the case of K =1, Theorem 4 implies

Theorem 13. Let D € N be a natural number, let ¢ € C with |(| = 1,
and let a,e > 0 be real numbers. Let {c, }nen be a sequence of algebraic
integers, and let {b, }nen be a sequences of rational integers. Forn € N,
write d, = deg v, and D,, = H?:l d;. Suppose that

VneN: o' <|a,| < |angl,
S S S S
1 < liminf oy, | P" = Pt < lim sup |oy, | 2" o Pt < oo,
n—0o0 n—00

Vn € N: byfay < 200elenl®|q |,
VneN: Re(an) > 0.

Then > ", i has algebraic degree strictly greater than D.

By doing the right modifications to the proof of Theorem 3, it may
be improved so that the sequence {a,},en only needs to satisfy the
hypothesis of Theorem 13 where the requirement

1 1

: . n -1 . . - n -1 . .
1 < liminf |ay,| P" =t Pitdd) < lim sup |ay, | 2" =t (Pitdd) < o0
n—00 n—o0
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1
is replaced by limsup,, . || " st (Pit4) = oo, This will in particular
remove the restriction that the «, must be of bounded algebraic degree
while also slacking the upper bound on [ay,).

Acknowledgements. [ thank my supervisor Simon Kristensen for point-
ing me towards this problem, for helping me in finding the proper lit-
erature, and for advising me in the formulation of this paper.
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INFINITE PRODUCTS WITH ALGEBRAIC NUMBERS
SIMON KRISTENSEN AND MATHIAS LOKKEGAARD LAURSEN

ABSTRACT. We obtain general criteria for giving a lower bound on
the degree of numbers of the form []’7, (1 + g—’;> or of the form

| (1 + 57 bn.m ), where the a,, and «,, ., are assumed to

n=1 o, m
be algebraic integers, and the b,, and b, ,, are natural numbers. In
each case, we give a lower bound of the degree over the smallest
extension of Q containing all algebraic numbers in the expression.
The criteria obtained depend on growth conditions on the involved
quantities.

1. INTRODUCTION

Proving that a comcrete number is irrational can be a difficult task.
Proving transcencence results can be even more difficult. In the present
paper, we are concerned with general criteria showing that a number
represented in a certain way has lower bounded degree. The criteria
are on parameters of the representation, and so the representation of
the number will reveal arithmetical properties of the number itself.
This study has a long history, and we begin by giving some relevant
highlights.

In [4], Erd6s proved that if € > 0 is fixed and {a,, }22 ; is an increasing
sequence of positive integers satisfying a,, > n'*¢ and

- 1/2n
lim sup a,;

n—oo

= OQ,

then the number ) >° , ﬁ is irrational for all sequences of positive in-
tegers {c, }5°,. This result has since seen many generalizations, includ-
ing criteria for irrationality of infinite products and continued fractions
(see [6] for an overview). Later, Andersen, Kristensen and Laursen
[1, 2, 7] have provided criteria for getting a lower bound on the al-
gebraic degree of series of reciprocals of algebraic integers as well as
continued fractions with algebraic integers as partial coefficients.

This leaves the case of infinite products, which we deal with in this
note. In the assumptions for our theorems and in their proofs, we let [a]
denote the house of an algebraic number «, i.e., the maximum modulus
among « and its algebraic conjugates.

Research supported by the Independent Research Fund Denmark (Grant ref.
1026-00081B) and Aarhus University Research Fund (Grant ref. AUFF-E-2021-9-
20).

1
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Theorem 1. Let D € N, e >0, a € (0,1), e € {—1,1}, let {b,}22, be a
sequence of positive integers, and let {a, }°2 be a sequence of algebraic
integers, such that [@) b, < |a,|2082190D" " Suppose that |a,| increases,
and that |a,| > n'*e for n sufficiently large. Furthermore, we suppose
(R(an/bn) +1/2)e > 0 for all n € N with strict inequality for infinitely
many n € N. Write Ko = Q, Kpy1 = Ky (ap41), dp = degg oy, and
D,, =TI, d;. Finally, suppose that |a,,|"/P" T2 (Ditdd) diverges in R
asn — o0o. Write K = Q(ay,as,...). Then

e (TT (14 2)) > 2.

n=1

This theorem generalizes a result by Hancl and Kolouch [4], which
restricted a,, to be positive integers and only covered the case D =1
and |a,| /P TES (Pitd)) = o0, [4] does, however, give a more lenient
bound for b,. In our concluding remark we point to how one would get
similarly relaxed bounds on b, for the present paper.

We also provide a proof for the below theorem regarding infinite
products of infinite series, which generalizes another theorem by Hancl
and Kolouch [5], with their version having a,, € N and D = 1.

Theorem 2. Let D € N, let € > 0, let (bym)mnen be an infinite array
of positive integers, and let (Cy m)mnen be an infinite array of algebraic
integers. Suppose that |oy, 1| increases, and that for n sufficiently large,

(1) n' " < Jagal,

n
bn74 y —3—
Jj+1,j —1+4(loglog|a|)—3—¢

— b

Qn—j+1,j

Jj=

1
n
n+(loglog|a|) =3¢

Tnjrig] < o, [MHUestosieD T,

1

j
Furthermore, we suppose that R(a,,m) > 0 and eSSy, > 0 for all

pairs (m,n), where e € {—1,1} is fized. Write Ky = Q, K, =
K (01,n41, @2y - -y 0y11), and D, = [K,, : Q|. Finally, suppose that

1
(4) lim sup|ay 1| ?¥ ¥ =t Pr = oo,

N—o00

Let K = Q(amy : m,n € N). Then

degy (ﬁ (an‘i b”””)) > D.

«
m=1 = n,m

Remark. As will be evident from the proof, the restrictions on real and
imaginary values of &, ;,, /by, are only there to ensure that the sequence
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{Hﬁzl <1 + N b”—m) }NZl does not take the same value infin-

An,m

itely often and that the terms (1 +> b’”") are non-zero. In fact,

either of the following assumptions would also have been sufficient. We
will prove this together with the theorem.

o R(32m) > —3 for all sufficiently large m + n with > infinitely
ofteri, and eSay, m > |R(y,m)| for all m, n, where e € {—1,1}
is fixed.

o |S(anm)| < R(an,m) for all m,n.

o X <1, R(3==) <0, and [S(an,m)| < RIR(an,)| for all m,n,

where X = sup,, o {327, 2™} and R € (0,1/X) are fixed.

n=1lan,m|

2. AUXILIARY RESULTS

We will make heavy use of Weil heights and Mahler measures of
algebraic numbers. We recall the definitions.

Let o be an algebraic number, let K be a number field containing «
and let Mg denote the set of places of K. Then, the (Weil) height of
« is defined as

H(o) = [] max{1,]al,}*/,
vEME
where d = [K : Q] and d, = [K, : Q,], and where K, and Q, denote
the completions of the fields at the place v. With the normalisation in
the exponent, the height becomes independent of the field K.

We will also need to define the Mahler measure of «. For this pur-
pose, suppose that « is algebraic of degree d and let a1 = o, aa, ..., g
denote the conjugates of a. Finally, let ay denote the leading coefficient
of the minimal polynomial of « defined over Z. The Mahler measure
of a is defined as

M(a) = |ag] Hmax{l, la;|}.

Here, the only place playing a role is the usual Archimedean one, i.e.
the modulus in the complex plane.
The following wonderful result is classical, see e.g. [11].

Theorem 3. For an algebraic number o of degree d,
H(a) = M(a)Y4.
The following lemma from [1] relates heights and houses.
Lemma 4. Let « be an algebraic integer of degree d. Then,
H(a)= M(a)Y! <@ < M(a) = H(a)

The inequalities are best possible.
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We will need to know that the height remains unchanged on taking
the reciprocal. This is also classical, see [11].

Lemma 5. Let a be a non-zero algebraic number. Then, H(a) =
H(1l/a).

[11] also provides bounds of the Weil height of sums and products of
algebraic numbers.

Lemma 6. Let n € N, and let (1, ..., 3, be algebraic numbers. Then,

n

H (Z @-) < 2“HH<@->, and H (H @) < HH(@)

=1

Our proof depends critically on the Liouville-Mignotte inequality
[9, 10], which is the following.

Lemma 7. Let o and 8 be non-conjugate algebraic numbers. Then,
o — B| > (2H (o) H ()~ dee(@) dee(®),

A nice proof can be found in [3]. The following two lemmas are found
in [1].

Lemma 8. Let {a,};>, be an increasing sequence of real numbers such
that a,, > n'*¢ for some e >0 and alln € N. Then, for all N € N,

i": L_ 2+ 1
— ap a%(lJrs) .

Lemma 9. Let {a,}>2, be a sequence of real numbers such that

lim sup a,, = oo
n—o0

Then for infinitely many N € N,

any1 > (1 + %) IISI}IaSXN Q-

The following three lemmas are taken from [5]. While the first two
of the below lemmas assumed «,, ; to be integers in their original form,
this property is never used in the proofs, so they remain valid in the
present formulation. The third lemma has been generalized slightly
from [5], but the proof is the same.

Lemma 10. Let € and a,,1 be given as in Theorem 2. Then, for N
sufficiently large,

o 1

Z |an71|_1+10g3+510g|an’1‘ < |OCN’1|_2(16—+E)

n=N
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Lemma 11. Let ¢ and a,,1 be given as in Theorem 2 such that
(5) 2" < |Oén’1|
Then, for N sufficiently large,

1
L gy
logg“"’E log\a | 10g'3+€/2 log|a |
E |an1| n1l < |aN1| N1

Lemma 12. Let § € [0,1), and let D € N, let (D)2, be a sequence
of natural numbers. Suppose (a,)2, is a non-decreasing sequence of

positive real numbers such that
%
D (n+o) [T} D;
(6) lim sup ax, M= P — .
n—o0

Then, for infinitely many N,

-

DN+1(N+1+($)| ¥y, o; 1 D+ TIIZ! D,

7 a 14+ — ] max a =t
( ) N+1 N2 1<n<N n

and

1\ DY) LE De N DDN
n+o
| | a, .
1

(8) ani1 > ((1 + N2

As some applications of Lemma 11 are a little opaque, we will state
a consequence of it that is more easily applied. It follows immediately
by adding infinitely many terms to the finite sum of the corollary and
subsequently applying Lemma 11.

n=

Corollary 13. Let € and o, 1 be given as in Theorem 2 such that
2" < |O[n71|,

for n € [t, k] for infinitly many disjoint intervals [t,k]. Then, for t
sufficiently large

1
Jri
Toe3T¢ loola 11 3+e/2
§ |an 1| log log\an 1l < |at 1| log loglag 1]

Finally, we present another lemma that will be useful for proving
Theorem 2.

Lemma 14. Let (a,)2, be a sequence of complex numbers such that
[[-, (14 ay,) is absolutely convergent. Write

= sup H 11+ an.

KEN
Then

o0

1-— H(1+an)

n=1

< C’i |ay,|.

n=1
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Proof. Let K € N. We will then show that
K

1= JJ(t+a)| <

n=1

If K =1, this is trivial. If K > 1, it follows by induction upon noting

K K—1 K—1
L= ] +a)| < 1= JTQ+a)| +lax| [T 11+ anl
n=1 n=1 n=1
K—1
< 1= JJQ+a)|+Clakl.
n=1
The lemma then follows by letting K tend to infinity. U

3. PROOF OF THEOREM 1
The theorem follows from the following two lemmas

Lemma 15. Let D, d,,, D,, a, €, a,, and b, be given as in Theorem 1,
1

except that |oy,| " M2y @+0:) peed not diverge. Suppose | It (1 + 2—’;)
has degree at most D over K. Then

N DDy
M i N?log$ |o|
9) hNHEo%f <2 lill |an|> Z

n=N+1

bn

= Q.

Proof. For N € N let

> 1 al 1
sz(l—{—a—n) and xN:H(1+&—n>.
n=1

By Lemmas 6 and 5,

H(z —ay) < 2H(x) [ [ 2H () H(1/b,)
=2V H(x) [ [ H(an)H (bn).

Appealing to Lemma 4, we then have
N

(10) H(x —axy) <2V H(z) | [ @ 0n-
n=1

A simple calculation shows that |1+b,/a,|— 1 is negative, 0, or pos-
itive when R(«, /b,) 4+ 1/2 is negative, 0, or positive, respectively, while
the bounds |a,| > |ay| > 1 and b, < 2'°82 1ol ensure that |b, /oy, < 1
and thereby zy # 0. Hence, the restriction on R(«,/b,) implies that
{|zn|}%~; is monotonous but not constant, so that zy # z. Since
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r — zy must be algebraic due to degg, x = D < oo, we get from
Lemma 7 with @« =z — zy and § = 0 that

1
(2H (z — z))deslz—an)

|z —xn| >

Since clearly K = (J;~, K,, degg © = degy  « for all sufficiently large
N. Then z — zy € Ky (), and so

N
deg(z — zn) < [Ky : Q] degg, v < D H[KN : Ky_1] = DDy.
n=1

Recalling inequality (10), we continue the lower bound of |z — x|,

N ~DDy
|z —xn| > <2N+2H(x)H|a_n|bn) :
n=1

Then applying the assumed upper bound of [a,]b,, we have

N —DDpy
e (2N+IH<x> [Tz a"'|an|>
n=1

N —DDy
(11) 2 (22N10g§ lan| H |&n|) ,
n=1

for all sufficiently large N
To get an upper bound on |z — xy/|, let K > N. Then
b

TK TK
122 o8

TN TN

TK+1
1— +
TN

S ’

K41
Recalling that |zx| is monotonous and taking induction in K, we have

K+1

TK+1 T || by Tk (= Tr || bn
L P o A L S SN L L i i
IN N1 IN | |Cn N NN IN | |Onp
K+1
Smax{i) I_K} Y| bn
el |an ne=N+1 | TN [ 1Gn
Letting K tend to infinity, we then get
x = |b
_ — 1— < 1 —1.
o vl =lowl |1 = 2 < max{1,Jal) 3 |2

n=N-+1
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Combining this with inequality (11), we conclude

Dy o

D
N
2 a
9N?logg |an | H |an| E
n=1

n=N-+1
DDy

N
2N21og%\an| H |an| Z
n=1

n=N+1

by

n

by

v

n

2DDN(N272N) log% |cun|

—
max{L, 7]} Nose

and the proof is complete. 0

Lemma 16. Let D, d,,, D,, a, €, and o, be given as in Theorem 1, and
let ¢ € (a,1). Then

Dy

N D 00
2 @ b?‘L
(12) lim inf { 2871088 1V T o, | > =0
n=1

N—oo
n=N-+1

Proof. Write
e
DI (Di+dy)
ap, = |ag|, and H,=a, ! )
The case of

liminf H, < limsup H,, < oo,

n—oo n—00
is merely a special case of Lemma 12 from [7], by noting that for all
¢ € (a,1),
9N?loggay _ oN2D*N [ (Ditd;) log§ Hn - 9DN T, (Didi)®

1
Henceforth, we assume limsup, .. |0, 2" Pitdd) = oo, Recall
the definitions of a,, and H,, above. Write further

o
Dn H?:l D; 5+d;
D,s=D,+d and H,s;=a, '

for any 0 > 0. Note that

Y

DN+1 Hivzl Di,6+di
) 1<n<N

DN+ TINSE Dy s+d;
DD

max H, ; >ay 70| max H,g

1<n<N " ’

) DNHID N s TIN 2 D; s+d;

DN+ldndnia H?;Q D; s+d;
( max Hn,(;)

1<n<N
DDy s

N N
(13) Z---Z Hangn Z HCL??DN,é.
n=1 n=1
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Let ¢ € (a, 1) and notice that

N-1
1 N+1 N+1773
log2( N )D zUD“;—l—d > DNTIN3Dy 5}1 (Di + d;)",
for all sufficiently large N. Combined with inequality (13), Lemma 9
now implies that if limsup,,_, . H, 5, then

1 DNHTIN | D; 5+d; DNHTIN | D, 5+d;
a > |14+ —= max H
N+l = ( N2 1<n<N n,0

DD
DNNJ HN 1 D —‘,—d N e
(14) 2 H ,

for infinitely many V.
We will split the proof into several cases, but before doing so, notice
that if a,, > 2" for all sufficiently large n, then

[logs an4+1+1] 9logs an 9logg an

bn
PO D DI D D

n=N+1 n=N+1 n>logyani1+1
o0 no
< 10g2 an+1 + 1210g§ an+1 4 Z 2
- a 2n
N+l n>logy an41+1
ologg an+1 92logs an 11

< log, a1 + 1210g§ an+1 4 (O

— —_ )

(15)

aN+1 aN+1 aN+1
for a suitably fixed C' > 0 and all sufficiently large N.
Case 1. a,, > 2" for all sufficiently large n, and lim sup,,_, o H, 5 = 00
for some § > 0. Fix such a 6. Combining inequalities (14) and (13),
there are infinitely many N satisfying

00 b N —DDnys
N-1
a
n=N+1 n n=1
DDN,(S
o (22T 0 )
N
—DDy s5/2
<[lan "
n=1
so that
N DDy o
9N?log§ an Ha } : < H DDN5/3H ;DDN,6/2
n
n=1 n=N+1 An n=1

—DDy s/6
SHan s
n=1

which becomes arbitrarily small as N increases.
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Case 2. a,, > 2" for all sufficiently large n, but lim sup,, ., H, s < o0
for all > 0. Recall a < ¢ < 1, and pick 6 > 0 such that
m+ 8§ <m0
for all m > 2. Then there must be some C' > 0 such that
N-1 N-1
logyay < CDY [] Dis+di < [T (D + i),
i=1 i=1
for all sufficiently large N, and so
(16) glogg an < oIIiL, ' (Dit)e
Inserting this and inequality (14) into inequality (13) now yields

NA3THN—=1,4. ;. DD N
1Ogg<(2D N3N (Di+dy)° nglan) )

= b, 2l 9

< < DDy
a a NN3STIN =Y (D.1d)e N
n=N+1 " N+l <2D N L=y (Patda)” TTH_ an>

for infinitely many N. By inequality (16),

DD
a DNN3TIN N (Di+dy)® . )
log5 2 =1 Wi H ap,

n=1
N-—1

< (DDy)" (DNN3 [[Di+d)+2>° T (D; + di)c/a>

i=1 n=1 =1
a

N—-1
< (DDy)® <2DNN3 [+ di)c/a>
=1
N—-1
_ QGDa(NJrl)D}lVNSa H (Dz + di)c’
=1
bn

Continuing our bound on > o 2=, we now have
- n

a a a a N71 (&

> b, 92 D*N D DY N [T (Di+di)

a N=1/p1y. ... N
n=N+1 " (2DNN3Hz-:1 (Ditdi)e TTN an>

n=1

—DD
N N
< (22D”N2 | an)

n=1

Using this and inequality (16), we conclude

DDy _
) N b oN? [T (Ditdi)®
gN?log§ an H a E o<
" a, — 92DNN2TIN Y (Ditd;)e
n=1
1
= 9DNN2[LL N (Ditdi)e”
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Case 3. a, < 2" infinitely often.
Let A > 1 be a large number, and pick k; € N such that

(17) Hy, > 24
Then pick ky < k; maximal such that
(18) ag, < 2%

Notice that k; grows large when A does since limsup,,_,., H, = oo.
The case assumption then implies

A—oo

By Lemma 9, we may now pick N > ks minimal such that

1
Hyir > (1 + 7(]\[ Y 1)2) kgg?%cNHj
Since ]2, (1 + m> < 00, it follows by the choices of k; and ko
that N < k; when A is large enough. Notice that N satisfies inequality
(14) with § = 0.
Since a,, is increasing, it follows by the choices of k; and N that

N N 1\ ke N L\V
k N
H an < a; H (1 + m) a < a, H <1 + m)

n=1 n=kao+1

Since []>7, (1 + ﬁ) < 00, it follows for large enough values of A

(and thereby ko) that

N
(20) [[a. <2
n=1

We now turn to estimating the infinite series. By maximality of ks,
we have that a,, > 2" for each n € [N + 1, ky). Hence, by inequalities
(15) and (14),

k1—1 bn k1—1 bn o0 1 2210g§ aN41
> <Y Y S
a a n a
n=N+1 " n=N+1 " n=k1 N+1
N N-1 . DDn
221ogg <2D NI (Di+dy)° jjzlan)
DDy
NN3STINV-1(p. e N
<2D ML= e [T an)
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By applying inequality (20) in the exponent of the numerator, we find

N DDy
log, <2DNN3H VN (Di+dy)° Han)

N—-1
< DDy (DNN3 [[(D:+d)+ N3>
=1

N-1
< 20N DyN? T (D: + dy)*,

=1

and so
= DD
nent1 In <2DNN3 15 (Ditdi)e Hivq an> N
1
(21) < DDy

Noticing a,, /b, > n'*/2, Lemma 8 and the bound on b,, yield

> _ 2+2 _ 20+ 1ygasz logd omy
Z a, — akl/bkl)e/(2+€) — ai/(2+s)
1

By choice of k; and since N < k;, we then have

2(1 + l)Q%i_E(ADkl Hfil_l(Di-i—di))a

Z_— K ’fl Y'p.ad
g 97 A I (Dikd

< 1
= 95 e ADNHILL, (Ditdi)

Together with inequality (21), we then have

00 k1—1
S hoy vk
n=N-+1 An n=N+1 Qn n=k1 Qn
< 1
— DDy
NN2TTIV-1(p. e N
(2D N2TL2 (Di+ds) Hn:l an)
n 1
957z X (Ditds)
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Hence,

DD
N N oo b 2N210g§a1\;
2N2 log§ an H a on <
n = N—1
Z DN+1Dy N2 TN (Dj+ds)e

n—1 neng1 G 2 NN ey (Dt di)

NZ2log2a
2 g5 NH _,an

23+ 1(Dz+d )

The first summand clearly tends to 0 as A (and thereby N) grows large.
The other summand is estimated through inequality (20),

2150 N 2+3a_ 3
2N logg an Hn:1 ap 2N +N

Ny (Ditdy)’

N =
23+5ADN+1 LS, (Di+d;) 23i5

which shows that also this summand tends to 0. Thereby,

N DDn b

2 a n
2N log5 an | | an E

n=1 tn

n=N-+1

can be made arbitrarily small.

Since we have now covered all possible cases, the proof is complete.
O

Proof Theorem 1. Since the conclusions of Lemmas 15 and 16 are quite
clearly mutually exclusive, the theorem follows by comparing hypo-
theses. 0

4. PROOF OF THEOREM 2

For this section, we will write

H<1+Zanm> H(HNiﬂ )

(6
m=1 n=1 n,m

The proof of Theorem 2 and the remark following it will be split into
the following three lemmas.

Lemma 17. Let o, , and by, be given as in Theorem 2, except for
the restrictions on real and imaginary values, and suppose one of the
following statements holds.

L R(3=2) >0 and eSan,, > 0 for all m,n.

I1. %(ZL—:) > —5 for all sufficiently large m + n with > infinitely
often and that e, m > |R(anm)| for all m,n.
III. R(anm) > |S(nm)| for all m,n.

IV. X <1, R(322) < 2(1’)1@), and |S(apm)] < RIR(cnm)| for all

pairs (m,n), where X = sup,,cn{> oo, |an\} and R € [1,1/X)
are fized.
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Then |14 Y7 bom/nm| = Co for a fized number Cy € (0,1) that
does not depend on m, and the sequence {xx}3_, does not contain the
same number infinitely often.

Proof. We first consider the estimate |1+ >0 bym/nm| > Co In
statements I and III, R(cv, m/bnm) > 0, which implies R(by, 1 /nm) >

0, and so
1 S >R(1 =1 R
+Zanm ( +Zanm> +Z (Oénm)
As for statement II, the bound on the imaginary Value implies
[
5 (bn,m )‘ _ b | (nm) | - b R _p (bnm) '

lanm?> 7 |oml|? Qnom

From this and the converse triangle inequality follows

1—1-20:;:: >max{ 1+Z§Tﬁ<&nm) i%<i};—2) }
Zmax{ Z %(zl—m)}

o
n ()
n=1 On,m n=1
For statement IV, we again use the converse triangle inequality,

Qpm

>

l\Dl’—‘

>1-X>0.

We now turn our attention to the sequence {zy}%_;. Consider

|x | N bem#»l,m
N — H 1 + ON—-—m+1,m
N—m b

S ] L 3o,

N 1
22 = 1 .
(22) I[l S — ( Ly bnm)

bN—m+1,m QAn,m

We will focus on the numbers

€N7m_OéN m+1m<1+z nm>

bN m—+1,m On.m

Since

(|£N,m|2 + §R(&V,m))Q + %(gN,m)z
|§N,m|4

1+ 2R(Ev,m)

|£N,m|2 ’

1+ &50.017 =

=1+
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it follows that the number |1+1/&y | —1 will be 0, negative, or positive
exactly when the number R({n.,) + 1/2 is 0, negative, or positive,
respectively. Hence, the proof will follow from equation (22) if we can
show that R({n.m) + 1/2 is either always non-negative or always non-
positive and that it is non-zero infinitely often.

We calculate

N—m
an— m+1 m bn m
a bN m~+1,m nz_; Onom
(O&N m+1, m) sz % <(Z]1\\/]:::++11:> % (an,m) bn,m
n=1

|an,m|2

I
=

bN m—+1,m

ON—m+1, m> X (an,m) bn,m

(23) NZ <bN milm

|O‘n m|

If statement I holds, then certainly {y,, > 0 > —1/2 for all N, m, and

we are done.
If Statement II holds, then

> ‘§R<OUV m+1m>’|§R cnm)|

bN m+1,m

so that equation (23) yields

1
aN— m—+1,m
N bN m—+1,m 2

with strict inequality for infinitely many pairs of indices (N, m).
If statement III holds, we find £y, > 0 > —1/2, using parallel
arguments to those used for statement II.
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Finally, suppose that statement IV holds. Then equation (23) implies

Rlewn) = - R (22 )|

bN—m—i—l,m

o (G| B+ 8 () S e
+ D bum
n=1

|an,m|2

<_ '% (CYNmH,m) ‘
bN7m+l,m
« « R bn.m
+max{ §R( Nm+1,m) ’ ( N— m+1m)’}
bN—m—i—l,m bN m—+1,m n—1

S . '§R (aN—m+1,m) ‘ + R ’% (aN m—+1, m)
bN—m+1,m bN m+1,m

<—'§R(M)‘(1—RX)§—%,

bN—m—I—l,m

o

for all pairs (N,m). Since ‘%(Cm m*“”)’ < ’if% <M>’, it

bN m+1,m bN7m+l,m
QAN —m+1,m 2 QN — ON—m+1,m : T4
follows that ‘?R (7@_%1,m >’ > V1I+R v ‘ By inequalit

ies (1) and (2), this converges uniformly to co as N — oo. Hence,
R(Enm) < —1/2 for all m when N is sufficiently large. This completes
the proof. O

Lemma 18. Let D, d,, ,,, Dy, €, by, and ay,,, be given as in Theorem
2, except that we do not assume equation (4) and that the restriction on
real and imaginary values may be replaced by either of the three altern-
ative restrictions posed in the remark following the theorem. Suppose
degg z < D. Then

DDy 1
) o | | log3+€ log|ay, 1]
(7% ’

$ el
|an,1| .

n=N-+1

2 N nt—m 2
. 3 .

lim |2V | | |t q| g7 E toglanal
N—oo ’

n=1

Proof. Suppose that degg © < d, which ensure that x is algebraic.
By Lemmas 6 and 5, we have

H(zy) < i[l <2N"”“Nﬁ+lbnm <am)>

N
= VIR TT H bn—jr1H (an—jy1,)

n=1 j=1
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We then apply Lemma 4 as well as inequalities (2) and (3) to find

N n
4
H(ay) < 2V 2 T TTlana | o stonsl g

n=1 j=1
N 1
A L
< 2N(N+1)/2 Hlan71| log3+¢ log|ay, 1] |an71|

1
2n+210g3+8 log|ary, 11

n=1
N
n+2
(24) = 2V T T |

n=1

By Lemma 17, it follows that zx # z for all sufficiently large IV,
which means that we may apply Lemma 7 with « = x — 2z and § = 0,
leading to

v —xy| > (2H (z — xN))_deg(x_xN).

Since clearly K = |7, K,,, degyg @ = degy = for all sufficiently large
N. Then z — zy € Ky (), and so

N
deg(z — zn) < [Ky : Q] degyg, 2 < D H[KN : Ky_1] = DDy.
n=1

Using this and inequality (24), we continue the above estimate on |z —
x| and find

N io —DDpn
|z — xn| > <2§N2 H|Ozn,1|n+1°g3+s loga"vll) )

n=1

To also get an upper bound of |x — x|, notice that the number
N+K

a 2 e o
_ n=N-m+2 am,n m n
o= g {11 I [i+3

N— m+1 bm.,n
a
1+Z am,;n ' m=N-+1 m,n

is a finite, positive number. Lemma 14 now yields
|z — x| N DN 2bm_m s

— LN n m+2 apyn m,n
e T o S ) (o 52)

b
D e N-mt2 a:: )

N
’ have a uniform lower

1+

o0

b | 2

m=N+1

o0

bm,n
Z —mn

n=1 am,n

m=1

00 bmn
nla

By Lemma 17, the numbers |1 —
bm,n |

am,n

bound, Cp, while inequalities (1) and (2) ensure that each lim, 0 Y ooy |
0. Hence, the numbers |1 + ZN T bm - | are bounded by Cj/2 for all



18 SIMON KRISTENSEN AND MATHIAS LOKKEGAARD LAURSEN

sufficiently large N, and so

|lx — zn] 2 & = b - b
- 4N m,n m,n
L = DD DI P Dl D DFl)
x| Co ol i Tngn Gmn | 5 o] G
N %) o0 o0
<H(X X ey o)
0 m=1n=N—-—m+2 m,n m=N+1!n=1 "1
Co o lOmal  Co S = Gnji

by also applying the triangle inequality in the second estimate. By
inequality (2), we now have

2C - T S
o = ] < olenl D Jana | P
0

n=N+1
0

4
SO Y ol

n=N+1
for a suitable constant C” > 0 that does not depend on N. Recalling
the lower bound on |z — x| found above, we conclude

DDy I S
( Ne |N| | |n+—3+ 2 200: |an 1|10g$+E loglam, 11
2 Q log>T€ logloy, 1| s
n,l

«
n=1 n=N+1 | n,ll
2
9DDN
— —— OQ. O
B C, N—oo
Lemma 19. Let D, d,,,,, Dy, €, and o, 1 be given as in Theorem 2.
Then
DDy I S
2 N n—ont2 > |a |10g3+510g|an’1|
liminf ( 2V T [l | 7 oelanal I _o
N—oo ) |an1|
n=1 n=N+1 )

Proof (original). To simplify notation, we introduce a,, = |, 1| and

N n+2 DDy m
ZN = oN? CLZJFWM) . )
so that our aim is to prove that Zy has no positive lower bound. We
now split into four cases.
Case 1. Assume that equation (5) holds for all sufficiently large N
and that there is a real number 0 < § < 1 such that a, and ¢ satisfy
equation (6). By Lemma 12 and equation (4), we then have infinitely

many /N so that
1 )DN<N+1+6)!H“1D1- N )DDN

(25) aN+1 > ((1 + m H aZ‘HS

n=1
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Then

DNHL(N+140) TV, D;
) > oNT+<DDy

(26) anNy1 > (1 + m
and

loglog ayy1 > log (DDN log ((1 + NPV (NI D))

> log (wDNJrl HD1> > log((N —1+9)!)

2N2 11
N—1+68)1log(N—1+68) _ NlogN
> ( +9) Zg( +9) > c;)g Clog2.

Using the latter after applying Lemma 11 and inequality (25), we have

1 DD
o0 log3T ¢ log an N nt2 N
an log3+€logan
g - I | an
an

-1 1 2 2
+10g3+s/2 log an+1 * oz5F e log ant1 < +10g3+e/2 logapn 11
< AN ANt
Nlog N\—3—¢/2
< a_l"'( 3 )
N+1

By equation (26), we have

(w)**e/{]\,_g_m

N—3—¢ —N2DDy
AN 41 <any <2 5
and so
1
] N i DDy 00 a410g3+s log an o)
3+ n _ —3—¢
(27) AN | Y <y
a/TL
n=1 n=N+1
N DDy (—1+N—3-¢/2)
n+o
< (Han ) ’
n=1
Thus,

1

N n+ n+2 DDN o0 log3+€logan
ZN _ 2N2 | | a log3+5 log an E an
- n

a
n=1 n=N+1 n

n=1

N DDy
< Haf”) -
n=1

As there are infinitely many such N, this completes the proof in the
present case.

N DDy
_ —3—¢/2
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Case 2. Assume that equation (5) holds for all sufficiently large N
and that there is no real number 0 < § < 1 such that a, and ¢§ satisfy
equation (6). For all 0 < 0 < 1, we then have

(28) a < 20" (O D

for all sufficiently large n.
By Lemma 12 and equation (4), we have infinitely many N so that

1\ PV D N DDN
n
aTL

(29) any1 > ((1 + N2

Notice that all arguments leading to (27) in Case 1 remain valid when
we replace 0 by 0. Hence, equation (29) implies

1
) N 3+n+2 DDy o0 a log3+€ log an s—e/2
N log°T¢€ log an, n —14+N—°"¢
2 H an E — < ay;;

n=1

n=1 n=N+1 tn
1 (N+1)' N DDN(—1+N7378/2)
n=1

Let 6 > 0 be sufficiently small. When the above N grow sufficiently
large, equation (28) and the fact that (1 +1/N)Y > 2 imply

1
N n+ n+2 DDN 00 log3+€logan
ZN _ 2N2 | | a log3+€logan E Qn
- n
CLTL

n=1 n=N+1
1 (N+1)!(=14N—3¢/2) N \ DDy
< <1 + m) H (IZN )
n=1

N DDy
< 2N!(—1+N*3*5/2) H 2(”+5)!W)

N2(N4&IEN! gy
< <2DDN) arerz V! < 2—N7

and so the proof is complete in this case.
Case 3. Assume that

(30) a, < 2"

holds for infinitely many N and that there is a real number 0 < § < 1
such that a, and ¢ satisfy equation (6).
We fix an A > 0. By (6), there is an n € N such that

1
g2 P A,
so we may pick k; minimal with this property. We then choose ky < k
maximal such that ag, < 2% by (30). If no such ky exists, we increase



INFINITE PRODUCTS WITH ALGEBRAIC NUMBERS 21

A until it does. This is possible since k; tends to infinity with A and
since (30) is satisfied for infinitely many indices.
Now,

(31) ag, > AP (AOITIES Di _ glogy(A)D™ (n+0)! TT7S D:

so there is an n < ky with
(32) Gy > 20" O, D

We pick N € [ko, k1) minimal such that the latter holds. Such an index
exists since

ko—1
2 Dz

Y

ay, < 2k < 2P (e tol 12

since a, is increasing, and since ay, satisfies (31). Note that as A
increases, both k; and ko will increase. Hence, N will tend to infinity
as A tends to infinity.

Consider first the product,

N 2 ko nt2 N n+2
n+ log3+€logan __ n+ log3+€ log an n+ log3+€ log an _
a/n — a/n a/n — Ml * M2 .

n=1 n=1 n—=ko+1
By choice of ks, since a,, is an increasing sequence,

k2 k2 k42
e ”<k2+ﬁ 3
3T - log3+€ log 2k2 k
My < [ et < [[2"\7 o e < 0

n=1 n=1

by carrying out the multipliction and noticing the triangular number
in the exponent.
Now, for M, we have by (32)

_ nt2
n+ log3+€ log an

n n 1
M, < H <2D (n+0)! TT} D>
n= k2+1

n -1 . n+2
< H D n+5 z 1 Dz) (TL“F 10g3+s(Dn+l(n+1+§>[(Hfi’L:1 Dz) log 2))

n=ko+1
< o(DY (NI D) (N H o (D" (n+ ) T Di) (n+ )
n=ko+1
DN TIN! Dy
< o(N+)!(N H o(n+0)! (nt % )) :
( n=ka+1

n+2
log®t¢ Dnt+1(n+1+6)! T[7, D;log?2

where we have bounded rather brutally by

1/n?. To continue,

2(N+6)!(N+ﬁ) _ 2(N+1+6)!—(1+6— ﬁ)(N-}—d)!.



22 SIMON KRISTENSEN AND MATHIAS LOKKEGAARD LAURSEN

Thus, for N large enough, which we can ensure by increasing A, the

term
9= (14— L5 ) (N+0)!

will cancel out the product over the remaining n’s as well as the term
coming from M;. Thus,
MM, < 2((N+1+5)!7%(N+5)!)DN st D;

Now, consider the sum

1 1 1

o0 log3+€logan k1—1 log3+€logan log'JH'E log an
Qn a
Qa
n=N+1 n n=N+1 n=~k1

By Corollary 13, choice of N, and (32),

-1

1
- - N+1
Sy < g P reneniy o QP NN g D TT P

+1 = ’
by a brutal estimate in the exponent. For S5, Lemma 10 together with
(31) gives us that

Sy < ay, = <92 (logy A) 5i3°2y DN T (N+1+6)! HfilDi.
The upshot is that

v2 DDy
Iy < (2 MlMQ) (Sy + S).

But this evidently tends to 0 as A — and hence N — increases, by
inserting all the above estimates. This completes the proof in this
case.

Case 4. Assume that equation (30) holds for infinitely many N and
that there is no real number 0 < 0 < 1 such that a, and 0 satisfy
equation (6). For all 0 < § < 1, equation (28) holds for all sufficiently
large n. Note that by the limsup assumption in Theorem 2, we instead
have equation (6) if we let 6 = 0.

Let 0 > 0 be fixed, and let A be sufficiently large. By inequality
(28),

(33) a, < 20" ML D

holds for all sufficiently large n € N. Pick k; € N to be minimal with
the property that

T
a, > AP k! TIA ' D

Now, choose ky < k; to be maximal so that ay, < 2*2. Should no such
ko exist, then choose A larger. Note also that for A increasing, both k;
and ko must increase.

As before, we now choose N € [ko, k1) such that a large jump must
occur at this place. Concretely, we use Lemma 9 and inequality (6) to
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let N > ks be minimal with

1

DN“UVH)’HI 1Di 1+—1 max aDJJ'HJ D
N+ (N + 1)1+e/4 ) =k, N Y '

Since Hzozl (1 + W) < oo, we must have N < ky when k; is

sufficiently large.

We claim that Zx tends to zero with NV, which again suffices, as both
k1 and k5 tend to infinity with A, so that a subsequence of left hand
sides in the lemma will tend to zero.

Again, as in the preceding case, we will let

n+2

N 2 ka2 +2 N .
H b o H nt—37c H nt i 3te
an log log an — n log log an n log log an — Ml'MQ.

For r < ko, a, < ag, < 2%2 50 as before

k2 ko kot2
2 2
-7‘[1 < | | 2n2+n410g3+n7+10g2n < | | 2n(k2+10g3+5 log2k2) < 2k§’

n=1 n=1

Now, by minimality of N, it follows for each r € (kqo, N| that

1

DNl D; 1 piji Tt b,
ar H S(l—l—i)'max al =1

Using this successively, we find that

1

1
DL D, 1 1 m DI i
— H — DI\ T];_; D
i < - - . Z_l ‘
Gn = <1 n1+s/4) (1 (n— 1)”5/4) etasm—2

Dk2k']_[k2 !'p, - 1

The latter is a partial product of a convergent infinite product, and so
can be bounded by a constant depending only on €. Since ay, < 22,
the first factor is also bounded by v/2, say. The upshot is that for some
B depending only on ¢,

n I TI—1 .
an S BD n'Hi:l D1’
so that
o) (remt) < [ B0 PO )
D"n'H” D;)(nt+—mrt=— D! [T7Zy Dy ) (nt—gper—br
M2 < H B log3+€logan S H B log®T€ (nlog2) ,
n=ko+1 n=ko+1

since a, > 2" by maximality of k,.
Again as in the preceding case, consider now the sum

1 1
o0 alog3+5 log an k1—1 log3+5 log an log3+€ log an

I T D

n=t n==ky
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By Corollary 13 as before,

(34) S1 S a;\c;i’z’s/QllogaN+1 !
Since
NT1 ¥ 1 %
D N+ D; DI\ —; D;
M > (H (N+1)1+s/4)j33?.}§v“j =
certainly,
(35)

1
1\ BN —
> 1+ 1 D1 D; DN+L(N+INTIN | D;
AT 1 IN1ae/4 max a. i=
B (N + 1)1+5/4 j:sfl“’N a;

1 N
1 DNHL(N4+DITIN, D;
> (1 + N1+€/4) H@r-

r=1

Furthermore, by minimality of ¢, for each n € (ko, N],

I S -1 _
Dra I Dy 1 DIjITEZ{ D,
an =1 < <1 + m) max a, ==}

n

1
1 DijITE -1 D,
1 . i=1 "1

) ( * (n— 1)1+€/4) joka a2

1

& 1 DijITTIZ] p;
H (14_]'—1*5/4) ay, 1P

j=ko+1

N
7 N\
—_
+

;a
+
~L
~

IN

IN

Since ay, < 2*2, this is bounded by a constant, K say, on estimating
the product by its infinite counterpart. Consequenly, since a, is an
increasing sequence by assumption,

N ko N N )
2 Tl TT7 .
(36) a, = a, a, < 2k H KDz D
r=1 r=1 r=ko+1 r=ko+1

We insert (35) into (34) to obtain

1
— 1
1 DN+1(N+11)!]_[I.V D, N log3+5/210gaN+1
Sp< |1+ e
- N1+e/4 r ’

r=1

Using (33),

1
1N 3+e/4 -1
1 DTN | D; t
51§<(1+W) ||ar> :
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Using finally (36),

1 1 1
(14 ke T 7 () (24 T,y KPP D) 00

S

IN

NI/ r=ho+1
HN
r=1 ar

The second summand S, is estmated by Lemma 10, so that

1
0 alog3+5 log an R ke —1
Sp=) T <ay, | TE < AEPRRILLT DO/,
n=k1 n

In other words, since
Zn = (2N My M,) PPN (S) + ),

by inserting the estimates above, Zy can be made arbitrarily small by
increasing A, which in turn corresponds to increasing ¢, so that in this
case the liminf of the Lemma is also equal to zero. The four cases
exhaust the possibilities of satisfying the conditions of the lemma, and
so the proof is complete. 0

5. CONCLUDING REMARKS

In the light of Theorem 1, we expect that Theorem 2 will remain
true if the limsup criterion (4) is weakened to the assumption that

lay 1| PV =t P diverges in R, though this will require additional ar-
guments in lemma 19, most likely in the form of two additional cases
to be considered. We deemed this question out of scope for the current
paper, however.

Similarly, the proof of Theorem 2 may be modified so that the
bound on b,[@,] can be loosened to b, < |a,|080elen)™™ and @, <
|an|1+(1°g1°g|“”‘)7375, thus presenting the same lenient bound on b, as
found in [4]. Note however that in order to accomplish this, we would
then have to strengthen the divergence assumption to

. n n—1 . X
lim sup |a,, |"/P" izt (i)

n—o0

= 00,

at least until the case of
lim inf |, |V/2" TH=S Pitdd) < Jim sup |a,| /2" TS (Pitds) < og
n—00 n—00
has been handled.

Furthermore, in [8], an analogue of Theorem 1 for series ) >, 3—:
with D,, = d constant was proven (Proposition 4.3 of the paper) and
where the divergence criterion is replaced by limsup criterion. Com-
pared to the present paper and [1, 7], the exponent in the limsup ex-
pression is not

lim sup |ag, [P0 = 0,

n—oo
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as would be expected, but rather

lim sup |a,| ™"

n—oo

= 0.
We therefore suspect that Theorem 1 may be improved so that the
exponent in the divergence criterion may be replaced with

1
[1/-(di+ DD;)

This is less strict when D > 1. We further suspect tha the exponent
in the limsup expression of Theorem 2 may be replaced with

1
1Y, (d; +iDD;)’

which is easily checked to be more lenient when DD; > 1.

It is also likely that the restrictions on real and imaginary values
in Theorem 2 — including the alternative restrictions presented in the
subsequent remark — may be weakened to some extent.
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1.5 Linear independence of continued fractions

In this section, we consider linear independence in the continued fractions setting,
based on the joint paper [24] by Jaroslav Hanél, Jitu Berhanu Leta, and the current
author. Recall the notation

0;a1,a9,...| =
o=
a —_—
! 1

a2~|——

from Section 1.1. The main result of the paper is the below theorem, which
generalizes the paper [2].

Theorem 1.43 (Hancl-Laursen—Leta, 2024 on arXiv). Let K € N, let K be a
number field of degree d, write D = max(2,dK — 1), and let o € (0,1). For each
i=1,....K, let {a,;};>, be a sequence of positive real numbers from K of the
form a,; = (Spibni+cni)/din, where S,,; € Z and by, ;, ¢y, dn; € Ok, and suppose
that for alln € N,

logs a; Den logS a Don
bin|, [Cinls |din| < max(2°982 % 2570) 0 gy, < max(a,2°82 %, 270,

and 1
A 1.11
az,n =9 ( )
Fori=1,..., K — 1, assume furthermore that
hminf\/ﬁ< Oni _ 1) > 0. (1.12)
n—oo an,z—l—l

Suppose that
limsupal " = oo.

n—oo
Then the sequences {a1,}22 1, ..., {a1n}o>, are CF-linearly independent over K.
This result is also true if instead of (1.11),
eioR(0a;,) > min{27 1082 a1 =D (1.13)

holds for all i = 1,...,K, all embeddings o of K into Q, and all n € N, where
ejo € {—1,1} does not depend on n.

Remark 1.44. In the original phrasing of the theorem, the conclusion is only that
the numbers 1,[0;a11,a19,...],...,[0;ax 1, ak2, .. .| are linearly independent over
K. However, none of the assumptions are affected by replacing a;, and S;, by
Cn@in and c,S; n, respectively, when all ¢,, are positive integers. Hence, the present
formulation is equally true.
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From this theorem, we may extract the following corollary. Notice that CF-
linear independence over Q is a generalization of CF-transcendence.

Corollary 1.45. Suppose all assumptions of Theorem 1.43 are satisfied. If further-
more
lim sup af,:n = 00,
n—oo
is true for for all A € N, then the sequences {a1n}eq,...,{axn}2>, are CFg-
linearly independent over K.

It is a well-known fact from the theory of continued fractions that

PN
{O, ap, ag, ... ,CLN] = —,
qN
where
= 07 = 17 n = An n+1 T Pn,
Do D1 Pn+2 +2Pn+1 TP (1'14)
g0 =1, G = ay, Gn+2 = Uny2Qnil + Gn-

When a,, is an integer for all n € N and positive for n > 1, then ¢y and py are
always coprime integers with gy positive. If the a,, are not assumed to be integers,
then this is no longer guaranteed, but the above formula remains true. Notice that
if a,, is a positive real number for all n € N, then so are p,, and g¢,.

As part of proving Theorem 1.43, the authors also prove the below lemma about
comparing the sequences gy generated from two different continued fractions.

Lemma 1.46 (Hanc¢l-Laursen-Leta, 2024 on arXiv). Let {a,}:%, and {b,}°, be
two sequences of real numbers with a,, b, > 1 such that inequality (1.12) is satisfied.
For each n € N, let ¢, and ¢,p be defined by formula (1.14) using the finite
continued fractions [0;aq, as, . .., a,] and [0;b1, by, ..., b,], respectively. Then

. Gna
lim — = 0.
n—oo Qn,b

1.5.1 Examples

The paper [24] contains various applications of Theorem 1.43. While some are
presented as examples, others are given the status of corollary or even theorem.
We will here give special attention to the two applications that are considered
proper theorems. The reader may find the remaining ones in [24, Section 3| as
presented in subsection 1.5.2 together with a number of unsolved questions to
inspire future work.

We start by presenting [24, Theorem 1|, which is an immediate consequence of
Theorem 1.43. In the language of irrational sequences, it reads as follows.
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Theorem 1.47 (Hancl-Laursen—Leta, 2024 on arXiv). Let {a,}>°, be a non-decreas-
ing sequence of positive integers such that limsup,,_,., a3 " = oo, and let {p,}>>,
be the sequence of all prime numbers. Then the sequences {a,(1+p,/n)v/2}2, and
{an(pn/n)V/2}2, are CF-linearly independent over over Q(v/2). In particular, the
numbers

[O;al(l—i—%)\/i...,an(l%—&)\/i...], [O;al%ﬂ,...,an&ﬂ,...],
n n

and 1 are linearly independent over Q(v/2).

Remark 1.48. In the original version of this theorem, the first of these sequences,
{a,(1 + pn/n)vV2}52,, was presented as {(1 + p,/n)v/2}%, instead; this was a
typing error.

As in subsection 1.4.1, we let 7w denote the prime counting function, i.e., 7(K) is
the number of prime numbers less than or equal to K. By the Prime Number The-
orem, we have m(K) ~ K/log K, which is to say that lim,, ., 7(K)/(K/log K) =
1. This implies that p,, ~ nlogn, which is part of the reason why inequality (1.12)
is satisfied in Theorem 1.47.

The prime counting function is also used in [24, Theorem 3] as presented below.
This theorem is proven by slightly modifying the proof of Theorem 1.43. It is again
trivial to generalize the original statement of linear independence of numbers to a
statement of CF-linear independence of sequences.

Theorem 1.49 (Hancl Laursen-Leta, 2024 on arXiv). Let K € N with K > 2,

write K = Q(v2,...,VK), and let {a,}2>, be a sequence of integers such that

. w(K)y—n
a, > K and limsup, ,__a> " = co. Then the sequences {\/Ta,}>,...,

{VKa,} | are CF-linearly independent over K.

1.5.2 Paper 3: Linear independence of continued fractions with
algebraic terms

Below, the reader will find the most recent preprint of the paper [24], which is
joint work between Jaroslav Hancl, Jitu Berhanu Leta, and the current author.
The paper is currently under review but has not yet been accepted for publication.
The preprint is available on arXiv through the link https://arxiv.org/abs/
2406.19047v1 or by using the arXiv identifier 2406.19047. It has a length of 26
pages, numbered 1 through 26.
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Abstract

We give conditions on sequences of positive algebraic numbers {a, ;}2,
j = 1,...,M and number field K to ensure that the numbers defined by
the continued fractions [0;a;;,as2;,...], 7 = 1,...,M and 1 are linearly

independent over K.



1 Introduction

Following Erdds [4], Davenport and Roth [3] we prove:

Theorem 1. Let {a,}32, be a non-decreasing sequence of positive integers
1
such that lim ai" = oo and {p,}5°, be the increasing sequence of all primes.
n—oo

Then the continued fractions
[0; <1+%)\/§,..., <1+&)\/§,...], [0;@1%\/5,...,%&\/5,...]
n n

and number 1 are linearly independent over Q(v/2) particularly over Q .

This is an immediate consequence of Theorem 2, which will be introduced
in the chapter Main Results. The results presented in this paper have some
history. Forty years ago Davenport and Roth in [3] proved that the con-
tinued fraction [ai;as,...|, where ay,as,... are positive integers satisfying
limsup,, ., <(log log a@@) = 00, is a transcedental number. Hancl [8]
found some criteria for continued fractions to be linearly independent. Ander-
sen and Kristensen [1] come with special conditions on continued fractions
consisting of algebraic integers to be irrational or transcedental numbers.
The generalization of transcendence is algebraic independence and there are
several results concerning the algebraic independence of continued fractions,
see, for instance, [2], [7] or [13]. In 1975, Erdés [4] proved that if {a,}5>,
is a non-decreasing sequence of positive integers such that lim,, ., a?ﬁ" =00
then the number 7, é is irrational. Later, in 1991, Hanél [6] proved that
if {a,}5°, is a sequence of positive real numbers such that a,, < 2:2%" holds
for any positive integer n, then there exists a sequence {c,}>2; of positive
integers such that the number > | ﬁ is rational. Rucki [20] established

a criterion for the sums of reciprocals of a sequence of natural numbers to

be irrational. Gencev [5] obtained some irrationality results with the help of



special transformations. Then Hancl and Sobkova [9] established the linear
independence of the sums of certain infinite series. Using Padé approximation
Matala-aho and Zudilin [17] obtained some interesting results in irrational-
ity of infinite series. Recently, Han¢l and Kolouch [11] gave a criterion for
infinite products of rational numbers to be irrational. A nice review of these
results can be found in [14] and [15].

Our results are of a quite general character and written in the spirit
of Erdés. This method was later develop by Hanél and Sobkova [10], see
also [12]. We do not for instance require that the elements of {a,}>, be
approximable by the elements of a finite union of power sequences or be
associated with any differential equation as in the method of K. Mahler, for
which the reader is referred to K. Nishioka’s book [19]. Let us mention also
[18].

The main result of this paper is Theorem 2. Many consequences and
examples of this theorem can be found in the chapter Main Results. Lemma
14 deals with the conditions which guarantee that the ratio of two linear

recurrences tends to infinity.

2 Notations

We use the standard notation: N and Z the set of non-negative integers
and integers, respectively. For a positive real number = the expression log x,
log, z and 7(x) denotes the natural logarithm of x, the logarithm base 2 of
x and number of primes less than or equal to x, respectively. If x is positive
integer then d(x) denotes the number of divisors of x.

Let Zqﬂ = [ag; a1, as, - - - ,a,) be the n-th partial fraction of the real number



a = [ag; a1, as,---]. We have

Po=aog, =1 pir=aa+1, ¢ =a, ppi2= ani2Pns1+ Dn,

An+2 = Oni2qnt1 + Qny,  Qni1Pn — Pnt1Qn = (_1)n+1’
a = [ao; ai, g, - ] = [aoé Ay, @z, -+, Qn, [an+1; An+2; An43; " * H
_ pn[an—l—l; Ap+42, An43, ° * ] +pn—1
Qn[an—i—l; Ap42, An43, ** ] + dn—1 ’
G Gp([ant1; ango, - ]+ (05 an, ..., a1])
_ (=1)" )
G2 ([ans1; Gy, ]+ qz_:)?

D n (_1)k+1

e LI g

i Ikdk—1
and

Qn = QpQn-1+ Qn—2 > ApQp—1 > -+ > Haku ap > 07 k= 17"'7” (3)

k=1

for all n € N. If a = [ap; a1, as,- -, ai) is finite and k& > 1, then we suppose
that aj # 1. All of this can be found in the book of Schmidt [21] pages 7-10.
If = is algebraic number and z1 = x, x,, . . ., x} all are its different conjugates,
then the house of x is the maximal modulus among the conjugates of x i.e.

] = max; <j<i |7;]-

3 Main Results

Theorem 2. Let D and M be positive integers, and let v € (0,1). Let
K be an algebraic field such that deg K = D. For every j = 1,..., M let

USnstazes Aangdnies nstnly s Aenstale, {dngdnly be the sequences and

3



a; = [agj; a1, ...] be continued fractions such that for all n € N, we have
Snj € L, by j,Cn j,dnj € K are algebraic integers,

Sn,jbn,j + Cn

P ke e R 4
a sJ dn’] — Y ( )
1 1

_ > — 5
an’j - 27 ( )
any < max(an,MZ(lo@ an,M)"” Qd”V)’ (6)
and
m’ m’ dTL,] S max(Z(logQ an,j)’yj an'y). (7)

Assume that

hminf\/ﬁ<ﬂ - 1) >0 (8)

forallj=1,...,M — 1. Set d = max(2, DM — 1). Suppose that

1

limsup a,"; = oo. (9)
n—oo
Then the numbers oy, ...,ay and 1 are linearly independent over K.

This result is also true if instead of (5),
(— 1) R(0an ;) > max(2(0o82oni? 9#™)-1 (10)

holds for all j = 1,...,M and all embeddings o of K into Q, where e;, €

{0,1} does not depend on n.

Theorem 3. Let K > 2 be an integer and let {a,}>2, be a sequence of
1

integers greater or equal to K and such that limsup,, ., . a0 — oo, Then

the continued fractions [0;+/ja1,v/jaa,...], 7 = 1,2,..., K and the number
1 are linearly independent over Q(\/I, V2, \/E) particularly over Q.

Corollary 4. Let K be a positive integer and let {a,}>2 | be a sequence of
1
positive integers greater or equal to K and such that limsup,,_, . ai = 00

where d = max(2, K — 1). Then the continued fractions [0; a]—,l, aj—?, )i =
1,2,..., K and the number 1 are linearly independent over Q.

4



Example 5. Let {a,}°°, be a sequence of positive integers greater or equal
1

to 3 and such that limsup,_,. a;" = o0o. Then the continued fractions

05 a1,aq,...], [0;%,%,...], [0;%,%,...] and number 1 are linearly inde-

pendent over Q.

Corollary 6. Let K > 2 be an integer and P(z) be a polynomial with integer
coefficients and deg P = K. Assume that all roots oy, o, . .., ok of P(x) are

real, different and greater than 1. Let {a,};>, be the sequence of positive
1

integers such that limsup,, . an = 00. Then the continued fractions
0; aja1, cvjag, ... ], = 1,..., K and the number 1 are linearly independent
over Q(au, ..., ak) particularly over Q.

Example 7. Let {a,}2, be the sequence of positive integeres such that

lim sup,,_, o af;% = 00. Then the continued fractions
[O; (4 + \/5)@1, (4 + \/5)@27 .. .}, [0; (4 — \/5)@1, (4 — \/5)@2, .. }

and the number 1 are linearly independent over Q(v/2) particularly they are

linearly independent over Q.

Example 8. Let K be a positive integer, let ¢ = (/5+1)/2 be the golden ra-

1

tio, and let {a, }>2, be a sequence of positive integers such thatlimsup,,_, . af" =

oo where d = max{2,2K — 1}. Then the continued fractions

|:Oa wat, 903612, @56137 s }7 [07 @26117 9046127 906613 s :| ) e

. K K+2 K+4
[O)(p ap, ¥ az, ¥ CL37...}7

and the number 1 are linearly independent over Q(«).

Corollary 9. Let K be an integer and let {a,}2, be a sequence of positive
1

integers such that limsup,,_, . ai" = oo where d = max(2, K — 1). Then the

continued fractions [0;a,(j + 4 _, et t)s - i=1.. K

and number 1 are linearly independent over Q.

5



Corollary 10. Let K be an integer and {a,}>2, be a sequence of positive
1

integers such that limsup,,_, . ai" = oo where d = max(2, K —1). Then the

continued fractions [0;a;(1+ Ty a, (14 m)j, . ],7=0,1,...,K—1

1 n

and number 1 are linearly independent over Q.

Example 11. Let {a,}°, be the sequence of positive integer such that

1
limsup,,_,., an = 0o. Then the continued fractions

[0; ard(1)V2,. .., a,d(n)V?2,. . 1. [0; a1 (1+d(1)V?2, ..., an(1+d(n))V?2, .. .
and the number 1 are linearly independent over Q(v/2) particularly over Q.

Question 12. Does every sequence {a,}22 | of positive integers such that
1

limsup,, ,. a2’ = oo, then the continued fractions [0;a; + v/2,as + V2, .. .]

,and [0; a1 + V3, ay +/3,...] are linearly independent over Q?

Question 13. Check if there exists a sequence {a,}>2, of positive integers
such that the continued fractions [0;aq, as,...| and [0;a; + 1,a9 4+ 2,...] are

linearly dependent over Q¢

Lemma 14. Let {a,}>2, and {b,}2, be two sequences of real numbers

greater or equal to 1 and such that

lim inf\/ﬁ((g—" - 1) > 0. (11)

n—oo

Let g, and g,p be denominator of n-th partial of the continued fraction

a=1[0;a1,a9,...] and b =[0;by,bs,...], respectively. Then
lim e = o, (12)
n—oo Qn,b

Question 15. Is that possible to substitute condition (11) by the condition

lim sup,,_, n(g> —1) > 07



Remark 16. We cannot substitute condition (11) by the weaker condition

limsup,, HQ(Z—: —1) > 0. For example set a,, = n* +1 and b, = n® for all
n € N. Then
dn—2,a
In.a _(n2 + 1)Qn—1,a + qn-2a n?+1 Qn—1,a 1+ P+ Dan_2.a
In,b n2qn—17b + qn—2p n? Gn—1b 1+ ng:;;:bb

1 2Qn—la = 1 2
<1+—) LA (1+—> — const < oo.
< n2 qn_lb ngl n2 cons xO

Lemma 17. Let zy, 21, 22, ..., 2, be complex numbers such that for every

k=0,1,2,...,n we have

|zk| > 2. (13)
Then
|[zo;21,zg,...,zn]| > 1. (14)
Lemma 18. Let 2y, 21, 22, ..., 2, be complex numbers with R(zx) > 0 for
every k =0,1,2,...,n. Then
|§R([—zo; —21, =%, .., —zn])| = 3‘%([20; 21,29, ..., zn]) > R(z0).

4 Proofs

Proof of Lemma 17 . Lemma 17 can be proved by mathematical induction
using the inequality |a+ b| > ||a| — |||, which holds for all complex numbers
a and . O

Proof of Lemma 18 . Lemma 18 can be proved by mathematical induction
using that R(a+b""') = R(a)+R(b)/|b|?, which holds for all non-zero complex

numbers a and b. ]

Proof of Theorem 2. Let o1,...,0p be the set of embeddings of K into Q,
where ¢y is the identity. Then the number [[2, o;() is a rational number

for every x € K.



f by; # 0, then we have that | []2, 04(b,,)| = A where A is a positive
integer. From this and (7) we obtain that for every i =1,..., D
A 1
|Ui(bn7j)| - | H?_l 1 Jj(bnj)| > maX(Q(D—l)(logQ an,j)“/7 2(D—1)dm) (15)

and similarly

1

|Uz(dn,j)| Z maX(Q(Dfl)(IOgQ an,j)’y’ 2(D71)dn7) . (16)
Inequalities (4), (7) and (15) yield
5] = | 2 =0 | < 90, ) max(a(Pmen 2P0 (17)
n’j
Suppose that the numbers aq, as,...,ay and 1 are linearly dependent

over K. Then there exist Ay, As,..., Ay € K, not all equal to zero such
that Z;\il Aja; € K. Let us write Zj\il A;a; =y where y € K. Therefore
Zj]\il Aja; —y = 0. Let ng and n be sufficiently large and such that n > ny.

Then we have

M
ZAO@ y—ZA( pn]> ZAj@—y:O.
dn,j j=1 qn,j

Hence
ZA@— :—ZA( p”J) (18)

Now we prove that for all large n we have

ZA@—y’x). (19)

Without loss of generality let M* be an integer such that Ay, = -+ =
Appey1 =0 and Ay« # 0. From this and (1), we obtain that

f:A]( pn] ZA pn]
j=1

7]

A;(=1)"
_Z : 1+ 105 an;, -

an Anr1j + (05 Qnya gy Gnss gy -]+

an])



This and Lemma 14 yield

M
> Aoy 2et)
J=1 "
M*—1
. | Aps- B |4
- qz,M* (an—i-l,M* + [0§ An42,5, An+3.5, - - ] + [0; Angy -~ al,j]) = qg,jan-i-laj
M*—1
Ay A
> | Ans B Z . | 4;]
3qn7M*an+1,M* =1 Qp,jOn+1,5
M*—1 3|A;]
|AM* ( ‘A *| )
="' (1- M) > 0.
362 v+ Qni 0 ; ()P
This and (18) yield (19).
Using (1) yields that
M D M* D
ZAJ( J n’]) = ZAj(aj n’])
j=1 Qn,] j=1 Qn,]
M* n
_ Z Aj(_l)
j_l @y (angry + (05 angog, angsg, -] + (05 ang, ..oy as))
<Zmaxj 1,2,..., M*(A |) (20)
qn ]an‘i‘ld

From this, Lemma 14 and (8) we obtain that

M-1
:man:1,2,...,M(|Aj|) (1 + Z (qu)Q an+17M)

2
qn,MaTH‘LM qTL,] an+17]
Mmaxj:Lz,,,,,M |AJ| . C
2 2
M On+1,M quan—i—l,M

where ¢ = M max;—15__a|A;| is a constant which does not depend on n.

This, (18), and (19) yield

M
Dn,j ¢
j=1 n.j U M On+1,M



It implies that

[T o)<

=1

M
pn,j C
(i)

qn,MaTH‘LM

Hence,

c ‘ Hz‘iz Zjﬂi1(az(f4]§nj) - O-i(y))‘

2
qn,Ma'fH‘LM

ﬁi (0:(4;222) = 0i(w)) ] (21)

n,j

From (19) and by Galois theory the number on the right is a rational number

#.(a,b) = 1,a,b € Z* such that there exist a constant C' which does not
depend on n and such that
D
o<b<C]]I]

(1))

i=1 j—l

= CHHlaz An,j |H|‘7z dkj

=1 j=1

This and (7) yield

0<bs< OHH 0i(qn.5) Hmax 9 (logz ax;) ZdM) (22)

=1 5=1
Write Ry ; = max(20982%.9)7 29°7) and notice that [1/ay ;| < Ry, regardless
of whether we assume (5) or (10). Combining this with inequality (4), we
find

10i(qn.j)| = |oi(an,j@n—15 + Gn—2;)]
< oi(an;)|oi(Gn-1)] + |oi(gn-2;)]
< |oi(gn-2,5)|(Joi(anj)|oi(an-15)] + 1) + |oi(an;)||0i(gn-s)]

< (14 RpjRn-1;)|oi(an )| (loi(an—1,))||oi(@n-2,4)| + |0i(qn-3;)])

n n—1

< < [+ RijRirj)loilar,)| < 2" Ry [ [ BEloi(ar )
k=1 k=1
[Tioi Bijloia)l  TTp, max(2002290)" 24°) oy (ay, i}
C'1/DM - Cl/DM

10



This and (22) yield

0<b<CHH|alqm|HmaX o(logy ax, ;)7 2dk7)

11]1

- H H ﬁ |0i(ak:j)| max(2(10g2 flk,j)”j 2dkw)3'

i=1 j=1k=1

From this, (4) and (16) we obtain that

ﬁ Uz Sk: ]bkj + ¢k J)| max<2(10g2 ag,;)7 2dk7)3
|03 (dk.5)]

|Skj||az(bk 3+ |i(cr ) [) ma(20052 9607 207 DF2,

D
O<b<H
;
=1111]

||E§ ”::ls
i z: T

n

D M
0<b< HHH |Skj| +1 max(2(1°g2 ak,;)" ,Qde)D—&-B.

i=1 j=1k=1

This and (17) yield

D M n
0<b< H H H (2ak,j max(2(D10g2 ak,j)77 2de7) n 1) "

i=1 j=1k=1
ky
max (2 (logp ag ;)7 od )D+3

n

D M
= H H H (ak max( 2(1°g2ak )7 ’Qdk7)5D>

i=1 j=1k=1

n

M
H H (ak 1 maX 2(10g2 ag,1)” 2dk7)5D>

1j=1k=1

ikl ky 2
(akD{V[ maX(2(10g2 ak,1) ’Qd )5D M)

::]b

0<b<

7

I
P

=
Il

1

11



We now calculate

0:(qng)| =l0i(an;)oi(Gn-1;) + 0i(Gn-2;)|

Ui(Qn—Q,j)

=[0i(qn-1,)||0i(an;) +
( 1]) ( ]) Ui(Qn—l,j)

:|Ji(Qn71,j)||Ji(an,j) + [0; Uz’(an—l,j)> Uz‘(an—m)» e ’Ui(al,j)ﬂ

=loi(@n-1)llloi(an;); oi(an-1;), oi(an—2;), - - . oilar;)ll.  (24)
If (5) is satisfied, we then apply Lemma 17 to (24) and find
|0i(an )| 2 |0i(dn-15)] 2 |oi(@n-25)] = -+ = |oi(q0)] = 1,
while (10) would allow us to apply Lemma 18 to (24) and obtain

10i(Gn.)| = oi(@n-1.)||R([0i(an;); 0i(an-1;), oi(an—2;), -, oi(ar;)])]

|Ji(Qn71,j)|
Z |0-’L(q7l—1,])||§R0-’L(ana])| Z maX(Z(IOgQakﬁl)’y’Qdk’y)
> .. H 2(10g2 ag,;) : Qdk'y)fl
Whether ( 10) is true, this and (2) then yield

H( Ap’” ai<y>>>‘

(_1)k+1
— o5y
< qquk 1,7 ( )))
Aj)l
( =1 Z |O_Z ng ||Ul<qk 1])‘
7 - k-1
(Z )l Z maX(Q(logz ak,j)"” 2dk'y) H maX(2(10g2 al,j)"” 2dl'y)2>

k=1 =1

<.
\ \

iuM:

IN

IN

IN
= ||E@ ||E@

max (20082 x1)7 9d"7)2D (25)

i
I

for all sufficiently large n.

12



From (21),(23), and (25), we obtain that for all sufficiently large n,

1 Y od¥\TD2M
qn Man+1 < — p H ( n 1 IIlaX(Q(OgQ ak,l) 72 ) >

k=1

(HCLDM> H27D2M(log2ak1 )(H27D2MW>

k=1
n n

d'y(n+1)

e i | ) <H27D2M<log2ak,1>v>

k=1 k=1
Tl I S - 7D?M (logy ag,.1)”

< P ( Tt TL2tese

k=1 k=1

From this and (6) we obtain that

n
2., av(n+1) 5 ky
qinan_HyM < 9TD2M (H maX(ak,M2(log2 ag,m) 72d )DM %

k=1
(ﬁ 27D2M(10g2 max(ay, 1282 k,ar)” 72(11&%))7)
k=1
Set by = max{ag s, 2% }. From this and (23) we obtain for sufficiently large
n that
n+1
q721 MAn+1,M < 27D2Md:li("’j1> (H bk2(10g2 bk)v) (H 98D? M (log, bk)v)
k=1 k=1
< 27D2Md”d(f+ll) (H bk) (H 98D M (log, bk)“f> ‘ (26)
k=1 k=1
Inequality (3) implies that
. oty L
vt > HakM > kuH2 > o~ T [ .
k=1 k=1 k=1
This and inequality (26) imply
-1, ,
n+1)
o <225 (fn) - (fesr) e
k=1

13



Now the proof falls into two cases:
Case 1
Assume that there is § > 0 such that

lim sup by™" = oo. (28)

n—oo
From this and Borel’s theorem we obtain that there exist infinitely many N

such that

1 1
(@) NFT 1 (d+o)F
bN+1 > <1 + m) HlaXN bk .

Therefore

1 (d+o)N : k (d+3)™! N+1
bN+1 > (1 + —) ( max bélﬂé) ) > 2d (29)

N2

=1,..,

and
1 (d+o)N+1 1 (d+o)N+1
il (d+8)F
by > (1 + N2) <k311?.?,(1vbk )

( 1 )(d+6)N+1( 1 )(d+6—1)((d+6)N+(d+6)N—1+...+1)
>

k
14+ — max b*™
N2 k=1..N ¥

N d+6-1
> gFs(d™ (H bk> . (30)
k=1

hold for infinitely many N. From inequatity (29) and the fact that b, =
max (a1, 2 (N+1)) we obtain that by, = an+1,m- This and (30) imply

that

N d—1 N 1)
aNs1 > (H bk) (H bk;) Qﬁ(dH)NH
k=1 k=1

a contradiction with (27).
Case 2
Suppose that there is no ¢ > 0 such that (28) holds. Then for every 6 > 0,

there exist ny such that for every n > ny, we have
b, < 20T/2", (31)

14



This implies that for all sufficiently large n,

n n n
H 28D2M(log2 b)Y < H 8D2M(10g2 2(d+6)k)'y _ H 28D2M(d+6)k7

k=1 k=1

27 (d+8)7 (D
o8D*M ST (32)

(d+8)Y( 1) _(gy8)Y
8D*M @r8)T—1 <

I
)

Borel’s theorem and (9) yield that for infinitely many N,

1 1
b]‘i;\j:ll <1+ m) :Ilna Nb;:k

holds. It implies that

Therefore

k=1

N d-1
byt1 > s d™" (H bk) )

247y e obtain that

From this and the fact that byi1 = max(ani1,um,

bni1 = ani1,m- Hence

N d—1
N+1
aAN+1,M > 2N3d (H bk> .

k=1

This and (32) yield

N d—1 —1
Lo gN+1 7D2M (log, by, )Y 7D2M (log, by,)”
k.f

k=1 k=1
(N+1) =t N
22 ; dN+1 8D2M(d(tlj->;/)“f 1 (H bk) (H 28D2M(1032 bk)”) ,
k=1
which contradicts (27) for a sufficiently small choice of ¢. O

15



Proof of Theorem 3. We follow the proof of Theorem 2 and the exception

will be only the lower estimation of partial denominaters for the continued

fractions ay = [0; —v/2a1, —v/2as, ...] and as = [0; —v/3a;, —v/3ay, .. .]. For

o we have

An+l,00 = — \/§an+1,a2qn,a2 + dn—1,09

qn—1,
= - ﬂan-{—l,ag%z,ag <1 + i )

_\/ianJrl,aQQn,az
= - \/§Gn+1,aQQn,a2 (1 +

1
— [0, —V2a,, —V2ay_1,...,—V2a )
_\/§a/n+1,012 |: ! 1:|

Hence

|qn+1,a2| :\/§a71+1,0¢2 |Qn,a2| (1 + = [O \/7an> \/_an 1y« \/ial])

\/7a/n+1 (e D)

Z|QTZ,O¢2| 2 tee Z |Q1,a2| - 1
and (25) follows. Similarly for as. O

Proof of Corollary 4. Corollary 4 is an immediate consequence of Theorem

2 when weset D =1 and M = K. O

Proof of Example 5. Example 5 is the immediate consequence of Corollary 4

if we set K = 3. O

Proof of Corollary 6. Corollary 6 is the immediate consequence of Theorem

2ifweset D=M =K. O

Proof of Example 7. Example 7 is the immediate consequence of Corollary 6

when we set K =2 and P(z) = 2% — 8z + 14. O

Proof of Example 8. This is an immediate consequence of Theorem 2 if we

set D = deg a, since ¢*"a,; clearly satisfies (10). O

16



Proof of Corollary 9. This is the immediate consequence of Theorem 2 if we

set D =1, K = M and the fact that ¢ = lim,,,(—logn +>_7_, %) is the

Euler—-Mascheroni constant. O

Proof of Corollary 10. This is the immediate consequence of Theorem 2 if

we set D =1, K = M and the fact that lim,,_, 7@ =1. ]

logn

Proof of Fxample 11. This is the immediate consequence of Theorem 2 if we

set D = M = 2 and the well-known facts that liminf, ,,, d(n) = 2 and

log d(n) loglogn _ IOg 9. ]

lim sup,,_, Togn

Proof of Lemma 14. From (11) we obtain that there exists positive real num-
ber € and positive integer ng such that for every positive integer n > ng — 4

we have

ay, > (1-+»;%§)bn, (33)

2 € 9
Vityntl (34)

€
— > 0.

vn+1(yn+e) (n+1)In(n+1)

and the function

2 €
f(x) _ < VzT+v/z+1
Vr+1(y/z +¢)
is decreasing for x > nq.
Set ¢ = [ag, a1, as,..., a5, (1 + ﬁ)bno,% (1+ ﬁ)bno,g, ...] and
dn the denominator of its n-th partial. Then for all positive integers n we

have
Qn,a 2 Qn,c.
dnb dnb

To prove Lemma 14 we prove that for every large n we have

dn+1,c 1 An,c
~>(1+ =, 36
In+1b < (n+1)In(n+ 1)) In,b (36)

(35)

17



Then this, (35) and the fact that [T}2, ., (14 -5) = oo imply that

1 _
lim qna> lim /£ > lim ( + )M
n=o0 Gn b n—00 {n.p n—00 nlnn Gn—1

n+1 1 q
> ... > lim 14+ — ino,c
n—>oo< H ( jlnj)> Tno,b

Jj=no+1

= —Qno,c 1 <1 1 ) =
H + Y o0

Qnobj —no+1

and (12) follows.
To prove (36) let us set 2, =1+ = and y, =1+ —L__ Then we have

dn+1,c _xn—l—lbn-i-l%z,c + dn—1,c

An+1,b bri1Gnp + Q-1
_ (41 = Ynt1 + Un+1)bnt1Gne + Gnoic
anrIQn,b + Qn—1,b

yn+1bn+IQn,c <M + 1 + étm)

Yn+1 bnt1ynt1 7
n—1,c

1
bn-l-lqn,b 1 + b dn,b
n+1 dn—1,b

This yields that it is enough to prove that

GURS St L

qn, dn,b
Yn+1 bn+1yn+1 dn—1.c bn+1 dn1b

and this is equivalent to

Tnt1 — Yn+l 1 1 1
A= — > 0. 37
yn+1 + bn+1 (yn_H (Inbn + dn—2,c ) bn + dn—2,b ) — ( )

dn—1,c dn—1,b

Now we have

1 1 b, + M — Y1 T by — qn— 2cyn+1
Yot (abn + 352) bt D2 e T, +q" irs)
L = Yny12n + L(qnizb — In= 2 t1)
= bn dn—1,b dn—1,c (38)

(yn-i—lxn + b ;1: i;yn—i—l)(b + e Qb)

—1,b

18



This, the fact that 1 — y,112, < 0 and b, > 1 imply that

1 1 gm0 — T yn)
Y (b 255) b+ P22 (g + ) (bn o+ 222
1 = Yoi1 70 i<—ZZ§’f’Z ~ areYn)
Z T + ( + dn—2.c )(b + qn— Qb) (39)
yn+1 n yn—l—lxn bn qn—1 cyn+1 b
Set E, (yn-l—l) bln(Z:jZ ZZ jgyn—i-l) D = (yn+1xn+bl3: jcyn—i-l)(b +qn ?Z)
and F' = fbitnit 4 1;3:?;:" This, (38) and (39) yield that to prove (37),
it is enough to prove that
1 ETZ(yn-H)
F+ ——= > 0. 40
b D (40)
Set By _1(Yn+1) = 5o (7555 — % Yn+1) and
Dy 1= (xy 1+ - 12: z)(bn 1+ In— zb) Now we have
1 qn—2b Qn—2c
En(yn ~Yn
(Ynt1) = » (qn i +1)
1 ( 1 Yn+1 )
7 dn—3,b - Qn 3,c
bn (bn 1+qn zb) bn 1Ln— 1+ 2c
1 n—1 " Yn + E;klf n
_ L Tl T Ynt 1(Yn+1) (41)

bn Dn—l

and

* 1 qn—3,c qn—3,
B 1(Yns1) = ( - Yn+1
-1 qn—2,c qn—2,b

_ 1 1 _ Yn+1
bnfl (bn72xn72 + Z::—42) bn 2 + = Intb

3, dn—3,b

1 1 =2y oYni1 + En—2(Yns1)
bn—l Dn—2 '

From this and the fact that 1 — x,,_2y,+1 < 0 we obtain that

* 11— Tp—2Un+1 + En—2 Yn+1
B () = : ¥nr)

bn—l Dn—2
1— 2,0y, 1 E,_a(yn
> 2Yn+1 + 2(9 +1)'
Typ—2 b1 Dp



This and (41) imply that

1 Tt = Y1 + B (Yn1)

En n = 7
(y +1) bn Dn .

R e e s vl ey v (42)

bn Dn—l
For every 7 = ng,...,n we have
11—y,

Tj41 = Ynt1 T L UARS

Lj
:1+L_1_ 1 +1 <1+\/)<1+(n+1)ln(n+1))

(7+1) (n+1)In(n+1) 1+ %
B € 1 n 1 1
S VG+D) D+l 1+ = (n+1)In(n+ 1)
2

__ & 2 e _ S Tvmam 2

52
This and the fact that the function f(z) = \/:?f(f%i is decreasing for x > ng

we obtain that

Tjp1 = Yny1 T Lo Sintl - \[Jr\/]T - 2
! T VAT )(\f+g) (n+1)In(n+1)
€' — Jarvari B 2

> Tt miDmmrn

From this and (34) we obtain that ;11 — yn41 + M > 0. Hence z,,_1 —

Yo + 225 5 0 This and (42) yield that

1—z, n En_ n

By ) 1 Tn1 — Yny1 + — _23 =+ b,,l_l D2ﬁ2+1)

S ) 3
n\Yn+1 bn anl

1 En—2(Yn+1)
1 bn 1 Dn 2

>—
bn anl

20
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If we repeat this procedure then we obtain

1 E"*Q(yn+l)
] (Pl B yntear (U
Ep(ynyy) >—not Doz 21814+ 2n0—2(Yn+1)

bn Dn—l Hn_2[%]+2n0 bij_l

j=n

—|En—2[%]+2no—2(yn+1)| - —|En—2[§}+2no—2(yn+1)|

n—2[2]+2n o n—2[2]+2n c
Hj:n ’ ’ Tj—1 Hj:n : 0(1 + \/]Tl)

B —IEn_Q[g]+2no—2 (Y1)~ B8] +2n0—2 (Y1)
= Zn72[%]+2n0 log(l+ﬁ) eﬁg(\/n—Qﬂ/QnoJrQ)

e—i=n

This implies that to prove (40) it is enough to prove that

|En72[%}+2n072 (yn+1) |

F- eV2e(Vn—2—2not2)

(44)

From (43) we obtain that
1+ 1 -1 c
+ /_(Tl-f—l) (n+1) 1n(n+1) + 1 - (1 + %)(1 + (Tl+1) 1111(n+1))

Yn+1 Yn+1Tn

F =

2 €
_ L T Vet 2 )

RV CERy W R CES IO

This implies that inequality (44) has the form

2
1, &~ v 2 | Bnargirane—2(Unt1))|

>0
Ynt1 /(n+ 1) (Vn+e) (n+1)In(n+1) eV2e(Vn—2—2no+2)

which holds for all sufficiently large n. The proof of Lemma 14 is complete.
O
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98 Chapter 1. Irrational and Transcendental Sequences

1.6 Transcendence of series and products

In this section, we will consider criteria for - and Il-transcendence of sequences
whose elements all belong to a fixed number field K, based on the papers [38, 39
by the current author. In this section, N': Q — Q denotes the map that sends
algebraic numbers to the product of their conjugates. This function is related to
the notion of field norms. If K is a number field, and oy, ..., 0, are its distinct
embeddings into Q, then we define the field norm for the extension K O Q is as
the map Nk : K — Q given by Nk(a) = o1(a)---c4(a). When a € K, we have in
particular that Ng(a) = N (a)ds«?,

The first two results govern Y-transcendence and were proven in [38]. As was
shown in the same paper, each theorem admits sequences {a,/b,}>2; the other
does not.

Theorem 1.50 (Laursen, 2024). Let K be a number field of degree d > 2, consider
real numbers o € (0,1), € >0, B € [0,e/(1 +¢)), andy > 1, and let ( € C with
¢ # 0. Let {a,}2, and {b,}>°, be sequences of non-zero numbers from N and
Ok, respectively, with n'™¢ < a,, < a,,,. Suppose that for sufficiently large n,

|b,| < af2l8san b, ] < a¥2°2 % and  R(Cb,) > 0. (1.15)
Then the sequence {a,/b,}° is Y-irrational if

dy -n
i (176+1) _
1111 SUp an = 00,
n—o00

and it is Y-transcendental if

d2y -

: (Ly41)

lim sup an = Q.
n—oo

Theorem 1.51 (Laursen, 2024). Let K be a number field of degree d, consider
real numbers o € (0,1), d,e > 0, 5 € [0,e/(1 +¢)), y1 > 1, yo > B, m €
[0, (d—1)ys + o], and m2 > 1, and let ¢ € C with ¢ # 0. Let {a,}32, and {b,}7,
be sequences of non-zero numbers from Ox with , and let {r,}5°, be a sequence of
positive integers such that r, | a, in Ox. Suppose that for all sufficiently large n,

nlite < an < Gpat, |bn| < ‘an‘ﬁ2log%\an\’ m < ‘an‘yQQIOgg‘ |an"
@l < a7 2510 | Ng(an)] > Jag 278 1,

Tn

N(i—")’ < |a,|™2"e2 el and 3‘%({%) > 0.
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are satisfied. Then the sequence {a, /b,}°"; is Y-irrational if

a(y1+y2) -
limsup]an]( ) 0,
n—oo
and it is Y-transcendental if
((d=1)yy +yp—m1+mp)tmp+d | 1\~ 2 -n
lim sup |an|(d d—1 y1+y§721+n2 +no+ +1) _ lim sup |an| (d (?fg”)-&-l) = o

n—oo n—oo

Remark 1.52. In the original phrasings of these theorems, a, and b, were written
in a Q-linear basis of K, bounding the corresponding max norm of a, and b,
rather than [@,] and [b,]. As follows from Lemma 1.24, however, this affects the
respective bounds by at most a fixed constant C' > 0, and then we just replace «
by o € (a, 1) if necessary.

The two theorems have almost identical proofs and split into two halves with
each their algebraic argument and Erdés jump. The first half considered in the
paper provides a criterion that ensures that Y~ b, /a, is either transcendental or
an element of K, relying heavily on an application of Schmidt’s Subspace Theorem
[47]. This theorem, presented below, uses the notion of linear forms, which are
polynomials of the form L = ¢; X1+ ...+ ¢4 Xy where X7, ..., X, are free variables,
and cq,...,cq are the corresponding coefficients. While it may not be clear from
first glance, the theorem is a generalization of Theorem 1.2

Theorem 1.53 (Schmidt, 1980). Let Ly,..., Ly be Q-linearly independent linear
forms in d variables with algebraic coefficients. For any § > 0, there exists a finite
collection of proper subspaces Ty, ..., T, C Q% such that any x € Z¢ with

|Li(x) -+ La()] < |2~
18 contained in at least one subspace Tj.

In this chapter, we specifically have L; = X; for7 < dand Ly = 1 X1+. . .+cq Xy
with ¢; # 0. Compared to Theorem 1.2, the coefficient ¢4 then plays the role of a,
X4 plays the role of ¢, and ¢; X1 4. ..+ cq_1X4_1 plays the role of —p. Using a few
technical arguments as well, this leads to the following lemma from [38], in which

d has been replaced by d + 1, the coefficients ¢y, ..., cqr1 have been renamed to
—x1,...,—Tq, S, and the variables X7, ..., X411 have been renamed to py,...,p4, q.
Lemma 1.54 (Laursen, 2024). Let xy,...,xq, s be algebraic numbers such that s is

Q-linearly independent of x1,...,xq, and let C;0 > 0. Then the inequality

d
qs — Z piZ;
i=1

has only finitely many solutions (py, ..., D4, q) € Z% x N with |p;| < ¢°.

d
[T max{Lpil} < ¢
=1
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Remark 1.55. In the original phrasing in [38] of the above lemma, the current
author forgot to add the needed condition |p;| < ¢©, which is what allows us
to replace |(p1,...,pa,q)|™° by ¢°. However, since this assumption is satisfied
whenever the lemma is applied, the proofs of [38] remain valid.

Picking s = Y °° - and DPIN,---,DdN,qn With sufficient care, including

n=1 ancn
so that (panzi + panTo + - + PaNnTa)/q = ZnN:1 bn/(anc,), Lemmas 1.16 and
1.54 then lead to the conclusion that Y~ b,/(a,c,) is either transcendental or
contained in K. These choices of pi n, ..., pin, gy are rather simple when a,, € Z.
In that case, we simply take gy = HTJLI a, and pick p; y accordingly with respect
to a chosen basis z1,...,z4 of K. If we are not guaranteed a, € Z, we have to
be more careful with the choice of ¢y (and, by extension, p; y,...,pan). This is
the main reason why Theorem 1.51 has more assumptions to check than Theorem

1.50 and why it has the more intricate limsup condition

d((d—1)y1+ya+na—n1)+d -n
( -3 +1)

lim sup |a,| = 0.

n—oo

The remaining half of the proofs of Theorems 1.50 and 1.51 uses the methods
behind Theorems 1.11 and 1.26 to provide the Y-irrationality statement and ensure
that > 7 b,/ (a,c,) ¢ K.

Similar to what we experienced in Section 1.4, it is not too difficult to trans-
late the proofs of Theorems 1.50 and 1.51 into criteria for Il-irrationality and II-
transcendence. By making modifications to the arguments corresponding to those
made in Section 1.4 as well as further improvements, the current author found the
following results in [39]. While presenting these theorems, we will elaborate on
brief remarks made in the same paper on how to improve Theorems 1.50 and 1.51.

Theorem 1.56. Let K be a number field of degree d, and consider real numbers
a € (0,1),e>0,8¢€0,e/(1+¢), 1n>1,y >0, 21 > —Yya, 22 >0, and
e € {0,1}. Let {a,}2, and {b,}2, be sequences of non-zero numbers in Ok, and
let {r,}>2, be a sequence of positive integers such that ry, | a, in Og. Let dy be a
positive integer, and suppose that for all sufficiently large n,

TLH_E S |an| S |an+1|7 |bn| < |an|6210g% Ian‘a m S |an|y22log§‘ lan"
(@] < lag| 1208t el fa 1] < a2 1ol deg(an/by) > do,

T'n

N(%> < |an|z22log%|“”‘, and e?R(&—n) > 0 Z.fe: L

with R(a,/b,) # —1/2 infinitely often. Then the sequence {a,/b,}2, is k-

irrational if
d(ya+z1+29/dg) +1

limsup|an|< 1-8 ) - 00, (1.16)

n—o0
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d(y1+y2) -
lim sup|an|< )
n—oo

= 00, (1.17)

or, in the case that all n satisfy a, € Z or b, € 7, if

limsup|an|(dmaﬁyﬂl’y2}+l) = 0. (1.18)
n—oo
Remark 1.57. The reason why we reach Ilg-irrationality rather than mere II-
irrationality is the exact same as it was for Theorem 1.29 in section 1.4 and
is equally applicable in the infinite series setting. Hence, we may improve the
statements of Y-irrationality in Theorems 1.50 and 1.51 to statements of k-
irrationality without changing any assumptions.

Remark 1.58. As can be seen in the proof in [39], the difference between using
condition 1.16 compared to condition 1.17 or 1.18 comes solely from the difference
between bounding H (b, /a,) via Theorem 1.22 as

H(—n> < den (—n> max{l, —n}
an, Ay, (7%

< (THN (_)/> {1, BT}

n

< ’an|22/d0+y2+21231082 O‘Ian"
or via Lemma 1.23 and Theorem 1.22 as

" (b_> < H(ba)H(an) < [ballaa] < fag [+ 22008 olon

Qn

or, when a, € Z or b, € Z,

H(bn> —H(a"> < |a,| max{1, b, /a,|} ifa, € Z,
) T ] b max{1, [a, /b,)} if b, € Z

Qp
< |an ’max{yl Y2} ology alan|

Hence, the limsup condition for irrationality in Theorem 1.51 may be replaced by
equation (1.16) or, when all n satisfy a,, € Z or b, € Z, by equation (1.18). This
does not affect the validity of Remark 1.57 above.

Theorem 1.59 (Laursen, 2025 on arXiv). Let K be a number field of degree d € N,
and consider real numbers 6, >0, a € (0,1), 5 € [0,e/(1+¢)), e € {—1,1}, and
y > 1. Let {a,}22, and {b,}>2, be sequences of non-zero numbers from N and Ok,
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respectively, and let {r,}>2; be a sequence of positive integers such that r, | a, in
Ok. Suppose that for all sufficiently large n,

7’L1+E < |an| < |an+1|7 |bn| < |an|6210g% lanla m < |an|y210g% |an|,

e?R(a—n)Z 0 ife =1,

bn 1/2 ife= -1,

with R(a,/b,) # —1/2 infinitely often. Then the sequence {a,/b,}>>, is II-
transcendental if

and

dy+1+45 -n
i ( 1-8 +1) —
1M Ssup an = Q.

n—oo

Theorem 1.60. Let K be a number field of degree d € N, and consider real numbers

€(0,1), 0,6 >0, Be[0,e/(1+¢)), e {-1,1}, y > 5, z1 > —y, and z > 0.
Let {a,}°, and {b,}5°, be sequences of non-zero numbers in Ok, and let {r,}>>,
be a sequence of positive integers such that v, | a, in Og. Suppose that for all
sufficiently large n,

WSl < laal, bl < Jan 2o B] < a2

(e
a 't < |an|2‘12log2 |“"‘, T

[0 a
N (52)] < bzt
T

n

e%(%) > 0 z.fezl,

bn 1/2 ife=—1,

with R(a,/b,) # —1/2 infinitely often. Then the sequence {a,/b,}2, is II-
transcendental if

and

(d(y+21+22)+22+5 +1) -
li 1-5
imsup |a,|

n—oo

= Q.

Remark 1.61. The more slacked limsup criteria of Theorems 1.59 and 1.60 com-
pared those of Theorems 1.50 and 1.51 are due to changes in argumentation that
are equally valid if the products [[(1 + b, /a,,) are replaced by the series > b, /a,.
Hence, we may replace the limsup criteria for transcendence in Theorems 1.50 and
1.51 with those of Theorems 1.59 and 1.60. In fact, this improvement to Theorem
1.50 is an immediate consequence of Remark 1.57.

The main change in the proof of Theorem 1.60 compared to Theorem 1.51,
other than using a stronger result to ensure K-irrationality, relied on how the Q-
linear coefficients p; x/qn used for Lemma 1.54 were bounded. By immediately
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using Lemma 1.24 to bound these coefficients by a scalar times ‘Zle pi,Nwi/qN‘,
the subsequent estimates became more simple to handle, and it became easy to
spot a simpler and more efficient bound, which then led to the improved limsup
criterion.

As we also experienced in Section 1.4, we may slacken the assumptions to
some degree if we only seek irrationality or transcendence for the specific series
or product generated by the sequence {a,/b,}>°; rather than the sequence itself.
This leads to the below theorem from [39].

Theorem 1.62 (Laursen, 2025 on arXiv). In Theorems 1.56 and 1.60, suppose
we weaken the assumption that zo > 1 and the bounds on R(a,/b,) to zo > 0
and eR (a, /by, + 1/2) > 0 with strict inequality infinitely often. Then the state-
ments of the theorems still hold but with the statements of llk-irrationality and
II-transcendence weakened to [[°2,(1 + by/a,) ¢ K and [[o2,(1 + bu/a,) ¢ Q,
respectively.

Remark 1.63. After applying Remarks 1.57-1.61 to Theorem 1.51, we may similarly
replace zo > 1 by 2z > 0 if we also replace Yk-irrationality and Y-transcendence

by 3% b,/a, ¢ Kand 0% b,/a, ¢ Q, respectively.

In allowing 2z, below 1, this theorem provides the greatest surprise of the paper,
at least in the eyes of the current author. Suddenly, we may use the Erdés Jump
to prove irrationality for a number Y > 1/a, with limsup,,_, |a,[* " =1, some-
thing that this author has not seen anywhere in the literature. Admittedly, a,, has
to have some quite restrictive arithmetic properties in order to have yo+21+29 < 1,
but it is possible, as is evident from Example 1.64 below and [39, Example 3.2].

1.6.1 Examples

In this subsection, it is assumed that Theorems 1.50 and 1.51 have been improved
through Remarks 1.57, 1.58, and 1.61 so that they match Theorems 1.56, 1.59,
and 1.60 in strength.

For the purpose of the following examples, let ¢ = (1 + v/5)/2 be the golden
ratio, and let Fy, Fy, ... be the Fibonacci numbers, defined by F; = F», = 1 and
Foio = F,+ F,,,. It follows that ¢ = F,,p + F,,_; and, thereby, F,, ~ ¢"~!. The
reasons for using ¢ to construct examples are as follows.

e With a minimal polynomial of X? — X — 1, ¢ is fairly simple and, at least
to this author, easier to relate to than more obscure numbers.

e ¢ is an algebraic unit, meaning that it is an algebraic integer whose mul-
tiplicative inverse is again an algebraic integer or, equivalently, N'(y) = 1,
which makes it easier to construct examples with specific values of z; and z».
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e Being a real number greater than 1 means that all powers of  remain in the
positive half plane and contribute to the increase in modulus of the resulting
sequence {a,}5° .

We will also consider another real algebraic unit greater than one, namely the
supergolden ratio 1), which is the real root of the polynomial X* — X2 — 1. In
addition to sharing the above properties with ¢, ¢ also satisfies |1/_¢| = /1, thus
allowing a smaller z for a sequence like {1/} . Defining [} = Fy = Fy = 1
and Fn+3 = ﬁ’n + Fn+2, we have ¢" = Fnl/J + Fn_z and Fn ~ L

Recall the Riemann zeta function ¢ from equation (1.3). Inspired by [23, Re-
mark 4], we notice that Theorems 1.3 and 1.13 imply

=1 =1 _
2 g, #Q d D ¢ Q

respectively, when {a,}5°, and {4, }>°, are non-decreasing sequences of integers
with limsup, ,..a? " = oo and limsup,_,. AP = oo for some fixed § > 0.
Inspired by [23, Remark 3|, we may modify [39, Examples 3.2 and 3.5], to weaken
these limsup restrictions on a, and A, if we multiply with suitable sequences of
algebraic units with comparable growth. In the below examples, we use |a| to

denote the largest rational integer less than or equal to a given real number a.

Example 1.64. Let s > 1 be a positive integer. For i > 1, let {a;,}7°, be a non-

decreasing sequence of positive integers with limsup,, ag}n+1/ RENEIS Then, by

Remark 1.63 and Theorem 1.51 with dy = d, z; = y2 = 0, and 2z, = 1/i,

- 1 . 1
2 15 pLoB(maz, ) Tog ] #Qle) and ; noag pp2lostn s 08 2] # o)

n=1

More generally, if 2 > 1 is an algebraic unit with |1/z| = 2'/¢=1| then

o0

1
E:I nsa. x(i—l)\_log(nsai’n)/long g Q(JZ)

i,m

Remark 1.65. Notice that the limsup condition required for the general part of the
example becomes more lenient the larger values of ¢ that have a matching x in the
above sense. Seeing how ll/_xl = g!/(egz=1) for 4 = 4, it is this author’s hope
that the same is true for z of arbitrarily large degree.

Example 1.66. Let s > 1 be a positive integer. For j > 0, let {4;,}°°, be a
PEEDR

non-decreasing sequence of positive integers with limsup,, . 4;, = oo for



1.6. Transcendence of series and products 105

any fixed 6 > 0. Then the numbers

[e.e]

1
nSAZnSOUOg;p(nSI‘b n)J and Z TLSA wQ Llogw(nsAS n)]

n=1

are transcendental. More generally, suppose x > 1 is an algebraic unit of degree d
with [1/z| = /0=, Writing j = (d + 1)/i — 1, the number

- 1
Z nsAl/j nm(i_l)Ung(nsAl/j,n)J

is transcendental.

Remark 1.67. Notice that with the right algebraic units x, assuming such x exist,
the limsup, condition can be made arbitrary close to that of Theorem 1.3. Com-
pared to Example 1.64, we have to be more careful with these x, however, as ¢ has
to grow sufficiently fast in terms of d.

Notice that each of the above examples would be equally true in the setting of
infinite products, though the connection to {(s) might be less clear.

The remaining examples, which all deal with irrationality and transcendence of
sequences, are further special cases of those provided in [39]. We start by combining
Examples 3.2 and 3.5 of the paper. The reader may notice that the considered
sequences have the same arithmetic properties as in the previous examples except
for much stricter limsup conditions, which are a consequence of the restriction
Z9 Z 1.

Example 1.68. For i € N, let {hl n 152, be a strictly increasing sequence of integers
with h;,, > (i +1/i)" and h > (147 — 1/4)" infinitely often. Writing h,, = hy ,,
Theorems 1.51 and 1.56 ensure that the sequence {F}, ¢} | is both Bg(,)- and
Ig(,)-irrational and that the sequence {F) p?m)oe s Yo(w)- and gy -irrational.
By Theorems 1.51 and 1.60, the sequences {F}, ¢ }>>, and {Fh57n¢2h5’"}le are
both Y- and II-transcendental.

As an application of Theorem 1.50 and its product counterparts, we now com-
bine Examples 3.1 and 3.4 from [39] as follows.

Example 1.69. Let {h,}°°, be a strictly increasing sequence of integers with h,, >
3"n infinitely often. By Theorems 1.50 and 1.56, the sequence { F},, /(1+p ")},
is both Xg(-irrational and Ilgy)-irrational. Using Theorems 1.50 and 1.59,
{Fy, /(1 + ¢~")}oe | is furthermore Y- and Il-transcendental if h, > (4 + 1/4)"
infinitely often.
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In the last irrationality example of this section, which is based on [39, Example
3.3], we consider a situation where limsup condition (1.17) is our best option.

Example 1.70. Let {h,}°°, be a strictly increasing sequence of integers with h,, >
7" log n infinitely often. Then the sequence {(Zh" + \3/5”)/(1 + (\Eﬁ — 1)h" )}

n=1

is Y33 and I %)—irrational, by following Theorems 1.51 and 1.56.

Finally, in the below special case of [39, Example 3.6, we consider transcend-
ence for a sequence constructed solely by powers of 1.

Example 1.71. Let {h,}>2, and {h! }°°, be a strictly increasing sequence of in-
tegers with h,, > (7 —1/3)" and h], > (3 — 1/3)" infinitely often. By Theorems
1.51 and 1.60, {¢""}°°, is TI-transcendental, and the number [[°%, (1 + ¢ ~") is
transcendental.

1.6.2 Paper 4: Transcendence of certain infinite series

Below, the reader will find the paper [38], which has the current author as its sole
author. The paper is published in Research in Number Theory in July 2024 as an
open access article and is available through the link https://doi.org/10.1007/
s40993-024-00553-2. It has a length of 25 pages, numbered 1 through 25.

When reading Lemma 3.3 of the paper as well as its proof, the reader may
replace the assumption M > 1 by M > 0, which does not affect the validity of
the proof later in the paper. The only point where it is actively used that M > 1
rather than M > 0 is in a single line on page 22 of the paper, which reads

(25+1) "

k127 k1
S <22 <

DN | —

However, this is not an issue When p € (0, 1), this should be replaced by

—k
a](gll%—’—l) ' < 2k1(%+1)_k1 <

Y

DN —

which is valid even for M € (0,1) when k; is sufficiently large, This is a valid
replacement since it is argued earlier on the same page that k; is unbounded and
only large values of k; are important to the proof.
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1 Introduction and main results
Proving whether a given real number is algebraic, or even rational, can be a quite frustrating
endeavour. While more than a century and a half have passed since Hermite proved
that the number e = Y 72 % is transcendental in early 1873, it remains unsolved if
the number ) 7° n,—frl is even irrational, despite what may appear as a much similar
construction. Similarly, it is well-known that the Riemann ¢ function defined as ¢(s) =
Yoo n~® for M(s) > 1 is transcendental when s is a positive even integer while the
question of irrationality remains open when s > 5 is any fixed odd integer. In other words,
we have a multitude of interesting numbers that we know to be transcendental but where
a small perturbation to the infinite series used to describe them renders even the question
of irrationality exceedingly hard to settle. Aiming away from frustrations of this kind,
this paper studies irrationality and transcendence criteria that are less sensitive to such
perturbations.

Following the notions of Erdés and Graham [1] (respectively Han¢l [2]), we say that a

sequence {a,}5° ; of real or complex numbers is irrational (respectively transcendental) if

the sum of the series ) - anlcn isirrational (respectively transcendental) for any sequence

{ca}52 | of positive integers. An early and central result on irrational sequences was proven
in 1975 by Erdés [3].

Theorem 1.1 (Erdés) Lete > 0, and let {a, )}, ; be an increasing sequence of integers such
that a, > n'*¢ for all n. Suppose

2 n

limsupa;, = oo

n— o0

© The Author(s) 2024. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use,
sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original
author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other
third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view
a copy of this licence, visit http:/creativecommons.org/licenses/by/4.0/.

@ Springer
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0]

Then the sequence {a,}5° , is irrational.

As noted in [3], the number 2 in the theorem is best possible, in the sense that there exist

sequences {a, ), ; of positive integers that satisfy lim sup,,_, ., aﬁfn =ooforallA < 2
while the sum of the series ) o ; 1/a, is rational. Still, much effort has been applied to
extend this result (see [4] for a broader overview). One such result is the below theorem
by Han¢l [5], which gives a corresponding condition for a sequence of (not necessarily

integral) rational numbers to be transcendental.

Theorem 1.2 (Han¢l) Lety > 2¢ > Oand1 > o > llofg%—:zy?, and let {a,}3° | and {b,}° |

be sequences of positive integers such that

n' <a, <a,1, limsupa

n—0o0

B+ _

n o0,

and
b, < a;/(1+a)2—10g‘z’ an_ (1)
Then the sequence {a, [b,}oc | is transcendental.

One way to extend on this result is to broaden the family of numbers that may be con-
tained by the sequence to a greater class of algebraic numbers. The best known result
in this direction is due to Andersen and Kristensen [6], which gives sufficient conditions
for bounding the algebraic degree from below. In their theorem, they use the notion of
algebraic integers, which are defined as the algebraic numbers that have a monic minimal
polynomial over the integers. Given an algebraic extension K of Q, we will use Ok to
denote the set of algebraic integers contained in K. Recall that Ok forms a subring of K.
They also use the notion of a house, written as [al := max<j<g4 |a¥|, where aV), . . ., a@
denotes the conjugates of an algebraic number 4, i.e., the roots of its minimal polynomial
over Z. In terms of irrational and transcendental sequences, the theorem reduces to the
below result.

Theorem 1.3 (Andersen—Kristensen) Let d € N be a positive integer, and let {a,},° | be

a sequence of algebraic integers of degree deg a,, < d such that
n' < @) = lan| < lansl.
Suppose N(a,) > 0 for all n or that I(a,) > 0 for all n. If

n—1¢ji -1
lim sup |ozn|ni:1 (@'+d)™ =

n—o0

oo,

then {a,),° , is irrational. Furthermore, if for all D € N,

. —n =1/ i -1
lim sup |a, [P " Tli=t @+D ™" = o,
n— o0

then {a,),° | is transcendental.

Note that the restriction on M(a,) or J(a,) corresponds to the restriction that a, be
positive in Theorem 1.1. Furthermore, as can be seen in the proof, the somewhat extensive
assumptions on the divergence of the limsup of a, is in part due to the fact that each
successive ay may potentially increase the algebraic degree of 22[:1 1/ay by a factor of
d. By assuming the a,, to come from a fixed number field K, the limsup conditions would
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thus be much weakened, replacing the product ]_[;':_ll(di + d)~! with (2d)™". The main
results of this paper are improvements to this result when all 4, are contained in the same
number field, in terms of allowing sequences with non-integral elements, replacing the
restriction [a;,] = |a,| with much weaker conditions, and weakening the limsup criteria.
In our first result, below, we assume a,, to be rational but allow b,, to attain certain algebraic
irrational values. This will be proven in Sect. 4.

Theorem 1.4 Let K be a number field of dimension d > 2, and let x1,...,xp € K.

Consider real numberse > 0,0 <a <1 <y,and € [0, ). Let {a,},2 | be a sequence

&
1+e
of positive integers such that

n't < a, < anp, (2)

and let {b,}° | be a sequence of non-zero numbers so that b, = Z?:l binx; for suitable
bi, € Z. Suppose for n sufficiently large, i =1, ..., D, and some fixed { € C,

bl < al2l982%, b, | < @208 on, 3)
and
R(¢by) > 0. (4)

Then the sequence {a,/b,}. | is irrational if

—n
‘ (%—&-1)
lim sup a, = 00,
n—oo

and it is transcendental if

d2y —n
=% +1
lim sup uSlf‘S ) = 0. (5)
n—00
Remark 1.5 In the proof of the theorem, assumption (4) will only be used once and only
to ensure that the partial sums Y| Z—: do not take the same value infinitely often (see
the proof of Proposition 4.3 later in this paper). Therefore, assumption (4) can be replaced

by any other assumption that preserves this property.

The main novelty of this result is the improved transcendence criterion, which relies

on Schmidt’s Subspace Theorem along with ideas from [7] to exclude near all algebraic
co 1

numbers as possible values for the sumof ) 2 | —
- ntn

, leaving only a finite field of potential
algebraic values to be dealt with in the spirit of [6].

Since the above theorem assumes 4, to be rational, much of the arithmetic information
regarding the number a, /b, — such as its algebraic degree — is carried solely by b,,. This is
in some contrast to Theorems 1.1 and 1.3, which can be viewed as having b,, constantly 1,
so that all arithmetic information is stored in a,, alone. By modifying the proof of Theorem
1.4 in order to get a result where we again have most of the arithmetic information carried
by a,, we reach the below result. Unfortunately, this version of the theorem is a bit more
complicated to read, which is in part due to the method of proof as it requires Zly\llzl v
to be written as a (Q-linear combination of the x; — something that is more easily and

neatly done when the a,, are guaranteed to be rational.
In the theorem and for the rest of this paper, ' : Q — Q denotes the map that sends
each algebraic number to the product of its algebraic conjugates, and Nx : K — Q
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denotes the field norm for the finite extension K C Q. Notice that N (a) = N (a)%/ dega
for all @ € K, where d denotes the degree of the extension K € Q.

Theorem 1.6 Let K be a number field of dimension d, and let x1, . .., xp € K. Consider
real numbers o, 8, > 0, B,n1 > 0, and n2,y > lsuch thata < 1, 8 < ¢/(1 + ¢), and
n1 < (d—1)y+B. Let {a,} | be a sequence of non-zero numbers given by a,, = Z?:l aipXi
with a;,, € 7 such that for all sufficiently large n,

n T < ay| < lapsl, (6)
I (@n)] > |a,|m27 1082 lanl, )

and
rn|N(ﬂn/Vn)| = |“n|772210gg |ﬂn|’ (8)

where ry, := ged(ay,, - . ., apn). Let {by}2 | be a sequence of positive integers such that for
somefixed ¢ € C,eachi=1,...,D, and all sufficiently large n,

o o
bu < lanlP28 14, Jay,| < |a, 2% Vo,

and R(¢ay,) > 0. Then the sequence {ay,/ by}, | is irrational if

40+8) 1\
lim sup |a,,|( = )
n— o0

= o0,

and it is transcendental if

ng+d(d=1y+B+ng—n)+8 | 1\ 7" a0+ , )"
lim sup |an|( 1-p +) = lim sup Ianl( 1-p H)

n—oo n—oo

= oQ.

In the proof of Theorem 1.6, it makes little difference if we also allow b,, to be irrational.

Doing so leads to the below generalization, which we will prove in Sect. 5.

Theorem 1.7 Let K be a number field of dimension d, and let x1, . .., xp € K. Consider
real numbersa,8,& > 0, 8,n1 > 0,12, y1 = 1, and yy > Bsuchthata <1, 8 <¢e/(1+¢),
and n1 < (d — 1)y1 + y2. Let {a,}° | and {b,};° | be sequences of non-zero numbers given
by a, = Z?:l a;px; and by, = lezl b nx; with a;y, by, € Z such that inequalities (6), (7),
and (8) are satisfied for n sufficiently large. For each i = 1, ..., D, and some fixed ¢ € C,
suppose additionally that

|ainl < lay 121982 11, by | < |a, 22082 Il )
byl < |ay|P2'o82 lanl, (10)

and
m({an/bn) > 0, (11)

when n is sufficiently large. Then the sequence {a, /b, ), , is irrational if

d(y1+y) "
. +1
lim sup |a,,|( 1-p ) = 00,
n— 00
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and it is transcendental if

np+d((d—=1)yy +yg+ny—n1)+8 )’” 4201 +y "
. +1 . 149) 1
lim sup Iay,l( =5 = lim sup |(ln|( o )

n—o0 n—o0

Remark 1.8 Similarly to Theorem 1.4, the assumption (11) can be replaced with any
other assumption that ensures that the partial sums fozl z—z do not have the same value
infinitely often (see the proof of Proposition 5.3 later in this paper).

Remark 1.9 Suppose that {a,}° ; and {b,};° ; satisfy the assumptions of either of The-
orems 1.4, 1.6, and 1.7 for some choice of x1,...,xp. If xl, .. .,xD, € K such that a,
and b, lie in the Q-linear span of these numbers, then {a,}3°; and {b,};° ; satisfy the
assumptions of the same theorem with x{/Q, ..., x},,/Q instead of x1, . . ., xp, where Q is
a positive integer that depends only on x1, ..., xp and x}, ..., x},,.

To see that this is indeed the case, pick one of Theorems 1.4, 1.6, and 1.7, use the notation
from that theorem, and assume the conditions are satisfied. Let d’ denote the dimension
of the Q-linear span of x|, ..., xp. By renumbering if necessary, we may assume that
X}, ..., %, are linearly independent. Let 1, . . . %7 be a Q-linear basis of K so that ¥; = «

j
]d 1 ’; %;, for suitable choices of p;; € Z and ¢;; € N.

Pick Q = [12, ?:1 g;j. Let & denote either letter 4 or b so that &, is not assumed to be

for1 <j < d’, and write x; =

a positive integer by the chosen theorem. Seeing that

D
& = Zéi,nxz Z Z pz,} z,n
i=1

/111

.z D z ) .
write &, = ) ;24 q%pi,jé,;,,, and set Ejfn = ¢, forl <j<d and Slfn =0ford <j<D.
Since each &, is contained in the span ofx}, .. ., x1,, (and sointhe span of ¥} = 7, ..., %y =
x/,), it follows that &, = 0 for d’ < j < d, and so

d & D x

— g _ 1)

%_n - Zgj,na - Zgj’na,
j=1 j=1

while

D

Q
max |E | = maX |%-/n| = § —|pijll§inl < DQ max |Pz;| max |Ez,n|
1<j<D’ 1<j< i 4ij

By replacing a with (1 + a) /2, it follows that {a,} ;2 ; and {b,}}? ; satisfy the assumptions
of the chosen theorem with xl/Q, R xD, instead of x1, . . ., xp.

Notice that the sum y; + y3 in Theorem 1.7 corresponds to y + B in Theorem 1.4. As
such, one should not expect to be able to derive Theorem 1.4 as a corollary to Theorem
1.7. This is further underlined by Example 2.3 in section 2. Similarly, as will be seen from
Example 2.7, there are cases where Theorem 1.7 is applicable while the other two theorems

are not.
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2 Examples

We will now go through a few applications of the main theorems in order to better under-
stand the strengths and differences of applicability between them. For this purpose, we will
say that a theorem is immediately applicable to a sequence {x,},° ; if there are sequences
{an)52 ; and {b,};2 | that satisfy x,, = a,,/b, and the assumptions of the theorem.

For these examples, we make use of the Fibonacci sequence F,, defined by Fy = 0,
F; =1, and Fy+1 = F, + Fy—1, along with the golden ratio ¢ = (1 + V/5)/2 and its
conjugate = (1 — +/5)/2 = —p~!. Recall that ¢” = F,¢ + F,_1 and 9" = F,@ + F,_,
foreachn e N.

The first example, below, shows the strengths of Theorem 1.4 in terms of providing
transcendence of K-linear combinations of multiple series of rational numbers when K is
a suitable number field.

Example 2.1 Let x be any algebraic number of degree at most 2, and let {c,}°, be a
sequence of positive integers. Then

o0 o0

1 1
* HZ:; Fonycy * HZ:; Fonyi1cp
is a transcendental number. To see this, write
x Z i _ Z Fony1x + Fory
F9”ncr1 — F9”n+1cn FonyFony 1y ‘

Aiming to use Theorem 1.4, pickxy = x,8 =1/2,y = 1,andany0 < @ < 1 < &. Suppose
x # @. The transcendence follows if we can find ¢ € C such that R(¢ (Fony+1x+ Fony,)) > 0
for all sufficiently large n. If J(x) # 0, pick ¢ = —iJ(x). Otherwise, pick ¢ = x — @, as then

B} Fony 1
CFnnias-+ Fonn) = s = )3+ 2t ) (13)
F9"n
and limy,_, oo Fon,—1/Fony, = 1/ = —@ ensure that ¢ (Fon,41x + Fony) is a positive real

number when # is sufficiently large, and we are done.
This leaves us with the case of x = ¢, where we have

Forp419 + Fory = @7 "1,

While we have no hope of getting %(¢@*""*1) > 0 for all large #, Remark 1.5 allows us to
ignore this if we can show that

N-1 —ognpq1
¢
SN =

=1 F9”nF9”n+1

does not take the same value for infinitely many N. To see this, we let M > N and use the
converse triangle inequality to find

-9”n+1
Isn — sm| = > 0,
F9”n+1

LR

for all sufficiently large N, and the example is complete.
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The next example shows Theorem 1.4 is not easily replaced by Theorem 1.7 in the above
example. For this purpose, we will need a simple lemma, which will be proven in Sect. 3,
right after Lemma 3.6.

Lemma 2.2 Let x be a fixed non-zero algebraic number, and let a,b € Z. Then there is

1}—2degx

a constant C > 0, depending only on x, so that |a + bx| > C max{|al, |b|, when

a+ bx #0.

Example 2.3 In Example 2.1, Theorem 1.7 would not have been immediately applicable
on the sequences that appears when x # ¢ is quadratic irrational. To see this, notice that
we must have

ay = FonyFonyy1dy and b, = (F9”n+1x + Fony)ay,

for some suitable sequence of g, € Q such that ka, and kb, are all algebraic integers for
some fixed ¥ € N. If 4, ¢ Q(x) for some n, then we get d > 4 and so

a>(y1 + y2)
W +

making Theorem 1.7 inapplicable, so we assume &, € Q(x) for all n. Due to Eq. (13), it
follows that

1>17>9,

li log |b 1 log |a
y2> B> i SUP o0 108 10u] _ +C, where ¢ = lim sup 08 14|

~ limsup,_, . logla,] 2+c¢ n—oo log Fon,

Note that we need ¢ > —2 in order to have a y; that satisfies the bound on a;, for all n. By
Remark 1.9, we may assume D = 2, x1 = 1, and %y = x. Writing 4, = d1,, + da,»x with
ai,y do,n € Q, we obtain from Lemma 2.2 that

\n| = C max{|a,ul, |azul) ™
where C > 0 is a constant that depends only on x, and so

log(FonyFony11 max{|édy,nl, |do,nl}) . 2 - i

y1 > limsup

n—00 10g(F9”;'11:9";'1+1 ) T 24¢
If c < —1, then
—c/4
d2(y1 + y) 4(%E +0) 8—c
21>~ T = 1>9+1>0.
1—g 1T T 1o tlEgpctiEolE

while assuming ¢ > —1 yields

d? =)
M+132“—1+f“+1:12+3c+1>9.
—p b=

This shows that Theorem 1.7 is not immediately applicable and concludes the example.

In the remaining examples, we fix K = Q(/5) = Q(¢), D = d = 2,and x; = 1, while
the value of x; will be chosen as either ¢ or ¢. The aim of these examples is to show
some more simple applications of the theorems while also highlighting the differences in
applicability.

70
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oo
n=1

withxy = ¢, 8 = 0,y = n1 = n2 = 1, and arbitrary «, §, ¢ € (0, 1). Alternatively, one

Example 2.4 The sequence {rn*" ¢"}>° . is transcendental. This follows from Theorem 1.6
could apply Theorem 1.4 withx, = @, 8 =0,y = 1, and any @, ¢ € (0, 1) upon rewriting
to
51 }’15” i l’l5n
(_‘Z’)n (_l)n(Fn(b“‘Fn—l).

Example 2.5 The sequence {¢”" }oo ; is transcendental. This follows from Theorem 1.6
with x, = ¢, 8 = n1 = 0, and 3 = y = 1. Note that if we wished to immediately apply
Theorem 1.4, we would be left with

b, = “n‘p_7n = ay(Fm_1 — F7”(/7_1)'

Now, if a,, < Fyn, we have 8 = 0 but must take y > 2, which means that the limsup
criterion is not satisfied since dzy/ 1-B8)+1=>9>71Ifa, > Fsm is large enough, we
may achieve y = 2 — y for some 0 < y < 1, but then it is easily shown that we get 8 > y,
so that
d’y
1-5

+1>9>7,

and the divergence criterion remains unsatisfied.
Example 2.6 The sequence {ann_,_l(pgn"/ann}ZO:l is transcendental. This follows by

rewriting into

Fons19°"cn  Forpp1 Fony i1
Fony Fory(—=@)°"" ~ Fonn(=1)"(Fony—1 + Fonn)’

and then applying Theorem 1.4 with x; = ¢, 8 = 0, and y = 2 or, alternatively, Theorem
1.7 withxy = @, 8 = 0,71 = n2 = y1 = 1, and yo = 2. On the other hand, Theorem
1.6 is not immediately applicable, as can be seen through similar arguments to those in
Example 2.5.

In our final example, below, we consider a sequence where only Theorem 1.7 is appli-
cable. This will also serve as an example that we may encounter

d(d-1 )+, 1\ 7" 2 "
(rz2+ (« )yt%zwz )+ +1) d (n;yz)_,_l)

a2 > Jan

for some sequences, though it should be mentioned that there appears to be no connection
between this inequality and the applicability of the other theorems.

Example 2.7 The sequence (91" )(Fian + ©)}52, is transcendental. This follows from
Theorem 1.7 by taking 1 = 0, 8 = y1 = 1/2, and y = y» = 1. Here, neither one of
Theorems 1.4 and 1.6 is immediately applicable, as seen through similar arguments to
those in Example 2.5.
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3 Preliminaries
A central tool for proving the main results is Schmidt’s Subspace Theorem [8], below.

Theorem 3.1 (Schmidt) Let Ly, ..., L; be Q-linearly independent linear forms in d vari-
ables with algebraic coefficients. For any § > 0, there exists a finite collection of proper
subspaces Ty, . . ., Ty, C Q% such that any x € 72 with

L1(@) - Lu(o)] < Jx[ ™0
is contained in | J}._; T;.

This theorem will be used together with the following lemma, which is found in a paper
by Han¢l, Nair, and Sustek [7]. The M used in the present version of the lemma equals 1
plus the M used in the original. [7] also had additional assumptions for the lemma (such
as the a;, being integers and M having a greater lower bound), but those assumptions were
never used in the proof and were only there for the sake of the main theorem of that paper.

Lemma 3.2 Consider real numberse > 0,0 <a <1 <M, and 8 € [0, %). Let {an}72
be a sequence of positive integers such that
(5+1)

<a, <ay+1 and limsupay = o0.
n—o0

nl—i—a
Letxy,...,x3 € C lety, ...,y = 1, and let {b,};° | be a sequence of complex numbers
with b, = Zflzl xibin for some by, ..., by, € Z, such that for all sufficiently large n and
eachi=1,...,d,

by < a2t @
and

1bin] < la 2088 Vo,

Finally, let {c,};° | be a sequence of positive integers. Then there is a positive real number
E > 0 such that the inequality

d
aycC 2 dl (1+20)/3
e A Y
has infinitely many solutions (p1, . . ., pa, q) € Z% x N satisfying
, logy "> gy, .
|pil < E27%%2 g, foralli=1,...,d (15)

Another central tool for the proofs is the following lemma, which is a slight strengthening
of another lemma from [7] and follows from a much similar proof. For clarity, we will go
through the proof in Sect. 6.

Lemma3.3 Lete > 0,0 <o <1 <M, andpB € [0, lgi), Let {ay};2 , and {b,};° | be

n=1
sequences of positive real numbers such that for all sufficiently large n,

o
e <a, <an, by <ab2oBn
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and

1)
limsupozgl 4 ) = o0. (16)
n—o0

Let 0 < ¢ < 1 be fixed. Then

N-1 00
lim inf  2N° logsan-1 [14) > ba) _,
n=1 n

N—o00
n=N

We now present a few notions from algebraic number theory that will be relevant in
the proofs of the main theorems. Let & be an algebraic number with minimal polyno-
mial Z;jzo ciX" over the integers (c; > 0). The leading coefficient, ¢4, is also called the
denominator of a, since cya is an algebraic integer while ¢’a is not for any rational integer
0 < ¢’ < ¢4. By rewriting the minimal polynomial of a as ¢y ]_[?ZI(X — a;) instead, the
Mahler measure of « is defined as

d

M(a) :=cy l_[ max{1, |a;|}.
i=1

Surprisingly closely related to this is the Weil height, which we define as

H(@) = [] max{1,|al,)K=Q/Ka,

veMg

where K is any number field containing a, My denotes the set of places of K, K, is the
local field of K at v, and [K : L] denotes the degree of a field extension K 2 L. This does
not depend on the choice of K (see [9] for a proof). We will compare and estimate the
house, Mahler measure, and Weil height using the following classical results.

Lemma 3.4 Let a be an algebraic number with denominator cy. Then

H(a)? = M(a) < lcz| max{ [a] 41y,

Proof The inequality is a trivial consequence of the definitions. For the equality, see [9,
Lemma 3.10]. m|

Lemma 3.5 Leta, b € Qwitha # 0. Then

H(a+b) <2H(a)H(b), H(ab) < H(a)H (D),
H (1/a) = H(a).
Proof See [9]. o
Lemma 3.6 (Liouville Inequality) Let a, b be non-conjugate algebraic numbers. Then

la — b| > (2H(a)H (b))~ 48« 48,

Proof This can be extracted from [10, Theorem A.1]. ]
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Proof of Lemma 2.2 Pick C = min{(2H (x))~9¢8% |x|}. If a or b is 0, the statement is
trivially true. If ab # 0, then we may apply Lemmas 3.6 and 3.5 to conclude

la + bx| > (2H (a)H (—bx))~ 4@ dee(=0) > (o (a)H (b)H (x)) ~ 48®)
= (2H (x))~ 98 |zp|~ 4e8% > C max{|al, |b]}~ 98

0

In order to prove Theorem 1.7, we will need a different version of Lemma 3.2, the proof
of which will use some elementary of Galois theory. Recall that a field extension K 2 Q is
called a Galois extension if all irreducible polynomials over Q that have a root in K split
into linear factors over K. Note that this is equivalent to K being closed under conjugation.
We use Gal(K) to denote the associated Galois group, i.e., the field automorphisms on K
that preserve Q. Recall that for any finite field extension L © Q, L has a unique finite field
extension K 2 L of minimal degree such that K 2 Q is Galois (see, e.g., Theorem 11.6
of [11]). This also implies the below lemma, which will be relevant for the proofs of both
Theorems 1.4 and 1.7.

Lemma 3.7 Letay,...,a € @ Then there is a constant C, depending onlyon ay, . . ., ag,
so that for any (cy, ..., c4) € Q4

lcia1 + coan + -+ - +cgaq] <C [max, lcil.
=is

Proof Let K © Q be the smallest Galois extension of QQ containing aj, ..., a,. Since
conjugation is a field automorphism on Q, and K is closed under conjugation, we find

()

i=

d

> av(a)

i=1

= max
Y eGal(K)

d
Z c;ia;l < max
o1 Y eGal(K)

The proof is then completed by an application of the triangle inequality,

d
Zciai < (d max max |1/f(ai)|) max |¢]|.
i1 YeGal(K) 0<i<d 0<i<d

4 Proof of Theorem 1.4

We will first prove the below result, which is inspired by the main theorem of [7].

Theorem 4.1 Let d € N be a positive integer, and consider real numbers 8, > 0,0 <
a<1l<y,..,ypand B €0, 1%). Let furthermore x1, . . ., x4 be algebraic numbers,
and let {a,};° | be a sequence of positive integers that satisfy inequality (2) and

1434 yi+8 -
( +Z{i};yl+ +1>

lim sup aj, = o0.
n—o0

Let {b,}° | be a sequence of non-zero numbers given by b, = Z?:l binx; where by, € 7
and such that the inequalities of inequality (3) are satisfied for n sufficiently large and each

i=1,...,d. Let {c,}°2, be a sequence of positive integers. Then the number - s

either transcendental or a Q-linear combination of x1, . . ., xg.
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The main difference between the proof of this theorem and that of the corresponding one
in [7] lies in the below application of Theorem 3.1, which replaces [7, Lemma 7].

Lemma 4.2 Let xy,...,%y, s be algebraic numbers such that s is Q-linearly independent
ofx1,...,%x4, and let § > 0. Then the inequality,

d
s — ) pii

i=1

d
[ [ max{1, 1pil} < ¢7°, (17)
i=1

has only finitely many solutions (p1, . . ., pa, q) € Z% x N.

Proof This will be proven by induction, using the convention that linear independence
of the empty set is equivalent to being non-zero. Let S denote the set of solutions
@L..paq) € (Z\{0)? x N to inequality (17). Ford = O or S = ¢, S is clearly
finite, so suppose d > 0, S # @, and that the lemma is true ford’ = d — 1.

Note that all elements of S satisfy

d d
as— Y _pixi| [ [Ipil < g7
i=1

i=1

By Theorem 3.1, there is a finite collection of proper subspaces T4, ..., T,, € Q%*! such
that S € U ;. Write §; = SN T for! = 1,...,w,and let 1 < [ < w such that
S; # @. Then T; contains an element with a non-zero g-entry. Since dim7; < d, it
follows that there is a j such that the p;-entry is given as a fixed linear combination of the
remaining entries for all elements in 7. By renumbering if necessary, we may assume that
j = d and then pick ry,...,7y € Qsuchthat py; = rip1 + -+ + ry_1pg—1 + raq for all
(1> ---»pa» q) € T;. For elements of Sj, inequality (17) now reduces to

d—1 d
a7 >|q(s — xara) = Y pixi + xgri)| | [ max{1, |pil}
i=1 i=1
d—1 d—1
>|q(s —x1r1) = Y pilwi +x1m)| | | max{L, |pil}.
i=1 i=1
Hence, §; is finite by induction. Since S = §; U - - - U S, this completes the proof. ]

Proof of Theorem 4.1 Put M =1+ Z?zl yi + §. By Lemma 3.2, there are infinitely many
L. paq) € 7% x N satisfying both inequalities (14) and (15), where we may take E
to be rational. Rewriting inequality (14) using the above choice of M, we find

00 bn d
1 Z apCn B Zpixi
n=1 i=1

and it follows from inequality (15) that

d

) (1+2a)/3 _
[T (o) <o
i=1

d
[ [max{1, Ipil} < ¢7°.
i=1

o0 b d
Y=Y
p=1®nn

by

anCn

Lemma 4.2 then implies that E~¢ Yoy cannot both be algebraic and Q-linearly

independent of E~%x1, . .., E~%xy. Since E is rational, this completes the proof. O
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To finish the proof of Theorem 1.4, we will use the below proposition to ensure that

0o by
n=1 a,c,

is indeed Q-linearly independent of x1, . . ., x4.

Proposition 4.3 Letd,d € N, let K be a number field of degree d, let x1, . . ., xp € K, and

_£
1+e

of positive integers that satisfy inequality (2) and

dd -

Y

. (1—/3 +1)

lim sup a, = o0
n—o0

consider real numberse > 0,0 <a < 1, 8 € [0, s andy > 1. Let {a,} > | be a sequence

Let {b,}° | be a sequence of non-zero numbers given by b, = Z?:l binx; where by, € 7

and such that inequalities (3) and (4) are satisfied for all sufficiently large n. Let {c,}> ,
by

anCn

be a sequence of positive integers. Then the number y_,- | has degree strictly greater

than d.

Proof Let o : N — N be a bijection such that A, = a,(,)cs(y) is increasing, and put
B, = by and B;, = Bj,(y. Since clearly A, > a, for all n, we get that {4,}3°,,
{Bin}o2 1, and {B,}:° ; satisfy all assumptions of the proposition. For the remainder of the
proof, we may therefore assume that ¢, = 1 for all n.

) Z—’;) < d, and write

Assume towards contradiction that deg ()
00 N-1
by by
s= —, SN = —.
2 2o
n=1 n=1

Note that deg(sy) < d, and let ¢ denote the least common multiple of the denominators
of x1, ..., xp. Then the denominator of sy is at most ¢ 1_[2[;11 ay. By Lemmas 3.4 and 3.7,

N-1 N-1
H(sy) < C( 1_[1 a,,) [sn] < C1< 1_[1 an) 1223
n= n=

N-1
y b
ay

n=1

, (18)

where C; > 0 is some sufficiently large constant depending only on %3, ..., xp. Since

y > 1, the triangle inequality and inequality (3) then imply

N-1

- Din
dap

n=1

N-1
—1 4]0 log? —1
< E a, 282 n ENzogza"ﬂyN,p
n=1

for all sufficiently large N. Applying this to inequality (18) and once again using thaty > 1,
we obtain that when N is sufficiently large,

N-1 N-1

H(sy) < Cl( l_[ ﬂn)NaJA[—_llzlogg aN-1 < 2(3d51)’1N2 logy an—1 1_[ aﬁ (19)
n=1 n=1

When N grows large, inequality (4) makes (¢ sy) strictly increasing. Since s has only

finitely many conjugates, s and sy can thus only be conjugate numbers for finitely many N.

When N is sufficiently large, it therefore follows from the triangle inequality and Lemma

3.6 that

oo

b
D [E| 2 Is = swl = @H(H (sy))~ o8 s,
n=N'""

and so, recalling that deg s < d and degs,, < d while applying inequality (19),

00 . N-1 —dd 5 o -
> buls (211(5)2“‘3""’”INZI"=°='2"N1 I aﬁ) VA [T

a
n=N"'"

n=1 n=1

Page 13 of 25
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We conclude that for all large enough N,

) N-1 i [e'e]
N?log5 an—
o (TT4%) 3

i=1 n=N

bu

ap

N2 logo‘ aN -1
> 2 2 ,

which contradicts Lemma 3.3 and thus completes the proof. O

Proof of Theorem 1.4 By Remark 1.9, we may assume that D = 4 and thatx;, . . ., x; forms
a Q-linear basis of K. The irrationality statement is then simply Proposition 4.3 withd = 1,
while the transcendence statement follows from Theorem 4.1 and Proposition 4.3 with
d=d. O

5 Proof of Theorem 1.7
Our first step in proving Theorem 1.7 will be to prove the below parallel result to Theorem
4.1.

Theorem 5.1 Let K be a number field with Q-linear basis x1, . . ., x4, and consider real
numbers a, e > 0, B,n1,y1 = 0, and 19, y2 > 1 such thata < 1, B < ¢/(1 + ¢), and
n1 < (d — Ly1 + y2. Let {a,}° | and (b} | be non-zero sequences in K given by a, =
Zflzl aiux; and b, = Z?zl b;,x; where a;y, b;,, € 7 such that

( mp-+d(d =1y o) s +1) -

lim sup |ay| =
and inequalities (6), (7), (8), (9), and (10) are satisfied for each i = 1,...,d and all
by

sufficiently large n. Then the number Y oo is either transcendental or a Q-linear

aycy
combination of x1, . . ., %4.

This is not quite as neat as Theorem 4.1, and the reason for this is to be found in Lemma 3.2.
As part of its proof in [7], the authors write b, /a,, as a Q-linear combination of xy, . . ., x4,
which is fairly elegantly done when a,, is rational and less so when a,, may be irrational.
Using the Galois theory mentioned by the end of Sect. 3 to make the corresponding
modifications, we reach the below lemma.

Lemma 5.2 Using the notation and assumptions of Theorem 5.1, the inequality

o d
by, _ > iz Pii - 1 (20)
has infinitely many solutions (p1, . . ., pa, q) € Z% x N satisfying
(1+20)/3 @=Vy1+ya=m
il < 2'°82 gt oralli=1,...,d. 21
P q

Proof Let 0 : N — N be a bijection such that the sequence {4,}7°,, given by A, =
g (n)Co (), is Of increasing modulus. Put B;, = b; (s, By = by(n), and R, = r4(y). Since
these new sequences satisfy the hypothesis of the lemma, we may assume without loss of
generality that ¢, = 1 for all n.

Let K D Q be the smallest Galois extension of Q with K C K. Pick X441 - --»%D such
that x1, ..., xp is a Q-linear basis of K, and let 77; denote the #'th coordinate map in this
basis. Note that m;(a,) = a;, and 7;(b,) = b;,, when 1 < i < d.Pickc > 0and x € N so
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that

& d
c> m( l_[gk(xjk)>‘ and K7Tz< Hgk(xjk)) €z,

k=1 k=1

foralld’' | d,alliji,...,jo €{1,...,d},andall gy, ..., gy € Gal(K).
For each n € N, pick &, € Z of mlmmal modulus such that

antuN(an/rn) = |an|™,
and note by inequality (8) that then
anraN (@n/ra) < 2lay| 2% V!, (22)

Write d, = dega, and pick g1,...,g4, € Gal(K) such that (gk(ozy,));f”:1 runs through all
d, conjugates of a,, with g1(a,) = ay. It follows that

d d . d . dy
_ ) J2. 1 Jdn" . .
3 ha ey m(ngkw)
j1=1 j2=1 j

" k=1

must be an integer by choice of « since dj, | d. Define

N-1 N-1
an =« [ | @rwN(an/rs) and pin —m(qNZ )

n=1 n=1

and note that gy € N and p;ny € Z by the above considerations. Set M = ny + d((d —
1)y1 + y2 — n1 + n2) + 8. The choice of p; , the triangle inequality, and Lemma 3.3 show
that for infinitely many N,

o0 N-1
-rx-T2
apn an

n=1 n=1

(14a)/2 N 1
< 2—]0g «a -1 |ay] 1_[ |6l |—M

o0

Z by, Zz 1[7sz1

dap

o0

=2 |

n=N

by

Ay

n=1

Inequality (22), with the choices of gy and M, then implies

o by del PiNXi log1+e)/2 N -1 N1 M
Z a_ _ =1 PN 9—log, [[=1 lanl 1_[ (@nruN (@n /1))~ /M2
n=1"" 4N n=1
< 2710g(21+oz)/2 qug[M/'lz
—1—d—q¥=ntn-m
_ 2_log(21+a)/2 quNl d—d ,72
Since log(1+ /2 gn > dlog, (1+20)/3 gn when N (and thereby gy) is sufficiently large, we

conclude that inequality (20) is satisfied for ¢ = gn and p; = p;n, for infinitely many
choices of N.

70
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We now just need to check that inequality (21) is also satisfied for ¢ = gx and p; = pin.
We start by noting

b d d djdn—1 g, d d/dy
i N did 7 Z ]n?C;) ( Z ﬂj,n?Cj) l_[ < Z Ajn gk(x1)>
ap,  Nlay ) / ( — P &

k=2
dy, d/dy

jn Gjo,n " " Ajgn 1_[ 1_[ gk(x/kdn+1)'

]1 1 /d 1 k=1 I=1

It then follows from the triangle inequality and the choice of ¢ that

by J
)| = eyt e
Hence, by inequalities (7) and (9),

m(b_”) ‘ < ddc |an|—?71+}'2+3’1(d—1)2(d+1)103(21 lan|

ap

Recalling the choice of p; n, we now find

N-1
'p’_N‘ <dic Z |y |y1 (d=1)+y2—=m o(d+1) log] |ax|
qN n=1

< N|aN71|J’1(d*1)+y27n12(d+2) log3 lan |
For all sufficiently large N, the choice of g and inequality (6) lead to

1
logs an = logs (N = 2)lan-1) = 7 maxtlog, N, log§ lax -1}

Since 1 < y1(d — 1) 4 y3, this means that

N - _ o y1d=1D+y3—m "
}Pz < lan_Pr@-Dtr-malogy lan| < g m 2loga lawl)

by choice of @y and gn, and the proof is complete. O

Proof of Theorem 5.1 This follows in full parallel to the proof of Theorem 4.1, with M =
d(y1(d — 1) + y2 + n2 — 1) + & and using Lemma 5.2 in place of Lemma 3.2. In the
application of Lemma 4.2, replace § with §/n;. O

We now just need a variant of Proposition 4.3 where we allow the a,, to be irrational.

Proposition 5.3 Letd,d € N, let K be a number field of degree d, let x1, . . ., xp € K, and
consider real numberse > 0,y1 > 1 >a >0, 8 € [0, 1Jre) and y, > B. Let {a,},> ; and
{bu}52 | be sequences of non-zero numbers given by a, = lel a;ux; and b, = Zi:l i nXi
where a;,, bi, € Z and satisfy inequality (6),

1+
n' T < ay| < langl,
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and

ddiy1+y) L )"
lim sup |a,,|( 1-p H)
n—0o0

= OQ.

Suppose for all sufficiently large n, eachi = 1. .., D, and some fixed { € C that inequalities
(9), (10), and (11) are satisfied. Let {c,}> | be a sequence of positive integers. Then the

numbery ;| ub " has algebraic degree strictly greater than d.

The main change from the proof of Proposition 4.3 is that we now use Lemma 3.5 a few
times before using Lemmas 3.4 and 3.7 in the estimate of H(sy). This makes the proof
closer to that in [6].

Proof of Proposition 5.3 The proofis essentially the same as that of Proposition 4.3, except
that the calculation starting with inequality (18) and ending with inequality (19) is replaced
by

N-1 N-1
H(sy) < 2V [] HlanH(ba) < 2V [T /7 [@n) [b4]
i=1

i=1
N-1

N-1
o
< CV ] max |a,| max |b,| < CN ] la,Pr+7222008 1o,
1 1<i<D 1<i<D 1
= =

N-1
< 2(36%1)711\[2 logy lan -1l H la, 172,

i=1

using Lemmas 3.5, 3.4, 3.7 and the inequalities of inequality (9), where C > 0 is some
sufficiently large constant that depends only on x1, ..., xp. The rest of the proof follows
the exact same arguments as those for the proof of Proposition 4.3 but with y replaced
with y1 + y2.

]

Proof of Theorem 1.7 By Remark 1.9, we may assume that D = d and thatx;, ..., x; form
a Q-linear basis of K. Then the irrationality statement is identical to Proposition 5.3 with

d = 1, while the transcendence statement follows from Theorem 5.1 and Proposition 5.3
with d = d. O

6 Proof of Lemma 3.3

The proof of Lemma 3.3 closely follows the proof of [7, Lemma 5]. Similarly to Lemma
3.2, the below lemmas are taken from [7], in which the first three of them appear with
additional assumptions that are never used in their proofs.

00
n=1

fixed number 0 < y < 1 such that for all sufficiently large N,

Lemma 6.1 {a,};>, and {b,},° | satisfy the assumptions of Lemma 3.3. Then there is a
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Lemma 6.2 Let B, {an) ,, and {b,};> | satisfy the assumptions of Lemma 3.3. Suppose
that a, > 2" for all sufficiently large n. Then there is a fixed number 0 < T’ < 1 such that
for all sufficiently large N,

Z;—

n= dN

210g2 aN

Lemma 6.3 Let B, {a,}. |, and {b,}2 | satisfy the assumptions of Lemma 3.3. Then there
is a fixed number 0 < F < 1so that if N < Q are sufficiently large and a, > 2" for
n=N,...,Q, then

Z;—

Lemma 6.4 Let {y,};>, be an unbounded sequence of positive real numbers. Then there

210g2 aN

“N

are infinitely many positive integers N such that

1
= (14 5) e e

By a simple induction argument, we notice for k < N and § > 0 that

M+1+0N =M+14+N T+ M+HM+1+8N 1 =
N-1
=M1+ +M+8) Y (M+1+0)" (23)
n=k

This will be used both in the proof of Lemma 3.3 and for proving the below lemma, which
is to be used together with Lemma 6.4 and Eq. (16).

Lemma 6.5 Let {a,};° , be a sequence of positive real numbers, and let k be a positive
integer. Then for all N > k,

( (1MB+1)‘”>(1M§+1)N N
max a 1_[ .
k<n<N

Proof We use equation (23) with § = 0 to find

B — n
( max “glﬂfﬂ#) n>(&+l) > ( max a,gﬂdﬂ*l) )1%22;;(1&“)
k<n<N K<noN
_ " )
>1\l/_[1( y(llMﬁ-H) n)1M,3<1ﬂ+1) _ 1_[16!;%
n=k ek

Proof of Lemma 3.3 We will split into three cases, depending on whether

(5+1+9) "
lim sup a, =00 (24)
n—o0
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holds for some fixed § > 0 and whether a,, < 2" infinitely often. To shorten notation,

write
) N-1 ko b
N*log§ an— M n
=2 (Tt 3o 2
ap
n=1 n=N

Case 1 (inequality (24) is satisfied for some § > 0) Pick 0 < y < 1 as in Lemma 6.1,
and let z > 2 be some sufficiently large number. Pick ki, ko, N € N as follows. Let ky be
the smallest integer such that
—k
2otits)
() T (25)
let k1 be the largest integer such that k1 < k2 and

a <24, (26)

and let N be the smallest number such that N > k; and

N
a](\[%HM) >z (27)

Note that ky > N > k; and that k; — oo as z — 00. From the above choices of k; and N,

(5 +149)"

it follows thata, < z when k; < n < N. Hence, by also applying Eq. (23)

= YO (14 (M) (M 1a)N
1_[ ay < z=r=ki 1=k <z'I-F 1-p ,

n=k 1
while inequality (26) implies

ki—1

_ 2 2
nangallg_} <a2 <z < N,
n=1

since a,, is increasing and k1 < N. Thus
N-1 -1 N
2, (M M
T tanl < N +(25+8)  ({5+1+9) ‘ (28)
n=1
Since y was chosen as in Lemma 6.1, we have for each sufficiently large z (and thereby
ko) that

oo
by 1
> S
a
n=ky " ak2

Combining this with inequality (25) and the fact that N < k», we find that

i b_n < 1 < 1 (29)
e Z(%HH)Q B Z(%HH)N

when z is sufficiently large. Since

1-8= M > M
(%) 5+

Page 19 of 25
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we may pick a fixed number ¢ such that

M

Now pick0 < I' < 1asin Lemma 6.3. Since k is the largest number less than k; satisfying
inequality (26) and k1 < N < ky, it follows that

——
= 17’3
a
n=N """ an

when z (and thereby N) is sufficiently large. Applying inequalities (30) and (27), this yields
that for all sufficiently large z,

1 1
—_——
ay i (5 +1+9)
Combined with inequality (29), we conclude

b 1 1 2
Z AL + < (31)

n=n %" Z(({X’—B+1+5)N Z(%HH)N ZC(%HH)’

when z is sufficiently large.

Since N is the smallest number strictly greater than k; satisfying inequality (27), and
since k; cannot satisfy inequality (27), due to inequality (26), we get in particular that
N — 1 does not satisfy inequality (27). Thus,

(N—1)c Ne
2of M 2( M
oN*logyan—1 < 9N (1—ﬁ+1+8) logyz _ N (1‘f‘+1+8) . (32)

When z is sufficiently large, we obtain from inequalities (28), (31), and (32) that

N-1 k;
Z _ZNZIOgEaN_l M : bn
N = [Ta') 2 o
n

n=1 n=N

- ZW(%HMWEMN%(W—;) (2% +1+5)N'

To simplify notation, write ¢’ = ¢ — Aﬁ, which is positive due to inequality (30).
We then continue our calculation to find that

Zy < ZNZ(%+1+6)NC+MN2_;’(%+1+6)N - Z—%(%+1+5)N)

when z is sufficiently large. As the right-hand side clearly tends to 0 as z tends to infinity,
we get the desired result.

Case 2 (inequality (24) is not satisfied for any fixed § > 0) This case is a bit more
involved than the other one and will need to be split into two subcases, depending on
whether a,, < 2" infinitely often. However, both cases will need an estimate of the expres-
sion

2n2 log$ an—1 +Iog£ ay

7 (33)
1+ (1 — -2~ ()
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where I' € (0, 1) is a fixed number to be chosen in each subcase. Set I'g = max{T, ¢}, and
pick § > 0 so small that

M 4 (14T9)/2 M O (24T9)/3 34)
1-8 “\1-3 ‘

. . o M1ys)”
When # is sufficiently large, the case assumption will ensure that a,, < 2(1‘f‘ A ) , and
so it follows that

of M cn M 'n M n(14Tq)/2
1085 an-1-+logh lan| < o (H+148) " +( 2y +148) 2(q+1+é)

n(24T¢)/3
< 2(%+1) 5
by applying inequality (34) in the last inequality. As for the denominator of expression.
(33), the Taylor expansion of log,(1 + x) implies that log,(1 + n~2) > n=>/2, Therefore,

M \H2HTQ)/3
on? log an—1+logy ay 2(@“‘1)

< _ < 2**173(%“)
1+ n—2)(1‘ﬁ>(%+1)” 0P 25 +1)

) (35)

for all sufficiently large #.
Case 2.a (a, > 2" for all but finitely many #) By picking I" as in Lemma 6.2, we get for
all sufficiently large N € N that

i b,| 2log lax|
a,| = lan|F"
=N ap lan |

At the same time, it follows from Lemma 6.5 and Lemma 6.4 with Eq. (16) that there are
infinitely many N € N such that

Tl i

N—1 (
lan ™ <
El ' 1+ N—Z)“*ﬁ)(%“)N

lan |1 ~P
<

(14 N-2) ()

Hence, for these infinitely many N,

N-1 ky N2 log§ an—1-+log} lay|
Zn =2N210g;aN1< I ﬂy) ) by _ 2V% 2 _
n=1 n=N n 4! +N—2)(1_ﬂ)(%+1)

From this and inequality (35), we obtain that for infinitely many N,
N
3( M
N < Z_N S(W—H) ,
and we are done.
Case 2.b (a,, < 2" infinitely often) Let z > 0 be sufficiently large, and pick k1, ko, N € N
as follows. Let k3 be the smallest integer such that

M )R
AT (36)
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and let k; be the largest integer such that k; < kp and
a, <2k, (37)

Due to the assumption that a, < 2" infinitely often and the fact that ky is clearly
unbounded, k; is also unbounded. Applying Lemma 6.4 with k = k; to Eq. (16), we
pick N to be the smallest integer such that N > k; and
N —n
M4 g1
ﬂ(l B ) > (1 +N_2) (l B ) . (38)

max day,
N ki<n<N

Whenever k; < n < N, we then find by induction that

aS%H) <(1+n7?) max tzgn%ﬂ) <
ki<m<n
n M —k1
(11 e
m=k1+1
M) e
< a£11_ﬂ+1) 1_[ (1+m™?). (39)
m=1

Since log(1 + x) < x, we find that

[T (1+m) = exp ( 3 log (1 + m—Z)) < exp < mi;l m—2> — exp (%2) <6

m=1 m=1

Similarly, inequality (37) and the fact that 2"/%" < 1/2 allow us to deduce

(%H)*kl k2

- 1
(lkl = E

Recalling inequality (39), it follows that

M —n
agl“’ﬂ) < % 6=3, (40)

for each k1 < n < N, and so, due to Eq. (23) with § = 0, it follows that
N _ n N
l—[ at < 3M f\’[:kll(%ﬂ) < 3(%“)

when z (and thereby N) is sufficiently large. Using inequality (37) and the fact that a,, is
non-decreasing to estimate

k1—1

2 2
[T <a <aM < oMV (41)
n=1

we may then conclude that

N-1 ki—1 N-1
[Tan= < 1 “n) [T an <207 < g(501) (42)
n=1

n=1 n=ky
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for all sufficiently large values of z. On the other hand, we might also estimate ]_[]n\[:_kl1 aM,

using Lemma 6.5 and inequality (38) instead, which leads to

N-1 1-8
M aN
n=>k; (1 +N*2)(17ﬁ)<ﬁ+1)

so that we, by means of inequality (41), reach

= M _ oMN? “zl\f_ﬂ
| | a, <2 < (43)
nm1 ) 1-A)(25+1)

(1+N-2)

for all sufficiently large z (and thereby N).
Let 0 < y < 1 be given as in Lemma 6.1. From this, inequality (36), and the fact that
N < ky when z is large, we then obtain

00 o ky ” N
Yo cay < () () (44)
ay 2
n=ky
when z is sufficiently large. Let similarly 0 < I" < 1 be given as in Lemma 6.3. Since kj is
the largest number less than k; that satisfies inequality (37) and k1 < N < ka, we have

kzly, — ologhay

Z =15
p —

n=N " ay

Together with inequality (44), this leads to

0 ko—1 [ log? N
b b b ology an (M
E L E - + E K = 1-B +z }/(1,/54‘ ) . (4'5)
n=N n n=N Gn n=ky an ay

Combining inequalities (42), (43), and (45), we obtain

N-1 k;
A 2N2 log5 an—1 M 2 by,
N = [Ta') 2=
n

n=1 n=N

N 1-8
M a
< 2N2 logi an—1 hin {4(1—ﬁ +1) 2MN2 N }

, 1+ N*Z)“*f”(%“)N

(2 )

1-8
an
N
M
2N2 log$ aN,1+MN2+Iog£ an 2N2 log$ aN,14(17;3 +1)

_|_
T )

) (46)

for all sufficiently large z. From inequality (35), it follows that
2N2 log$ 611\1—1+MN2-Hog2r an 2MN2

N*3(%+1)N,

)(1—,3)(%“)2\[ -

(1+N-2 2

70
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which clearly tends to 0 as z (and thereby N) tends to infinity. We are thus left to show
that the remaining term of the right-hand side of inequality (46) also approaches 0 when
z grows large. Fortunately, this immediately follows from the calculation that

N N
9N?logs ﬂN—14(%+1> 5(%“) y (LH)N
N = v <z 2\ ’
M M
Zy(qﬂ) Zy(m+1)
for all sufficiently large z. This completes the proof. ]

7 Concluding remarks
In [12], the present author proves a variant of the main theorem of [6]. In particular, this
n—1,ji -1
i (d'+d)

implies that one may replace lim sup,,_, o, |4, 1 = oo with

n—1, ji -1 =1/ i -1
Tz @' +d) < lim sup || Timt @™

lim inf |a,
n—>00 n—>00

(0. ¢]

in Theorem 1.3 and still get irrationality. Certainly, a corresponding result can be proven
for Propositions 4.3 and 5.3 as well, leading to alternative versions of Theorems 1.4, 1.6,
and 1.7, though we will not do that here.

We will now compare the main theorems to Theorem 1.2. If we set d = 1 in Theorems
1.6 or Theorem 1.7, we get the below corollary, which also appears if we assume d = 1 in
the proof of Theorem 1.4.

Corollary 7.1 Let o, 8, & > 0 be positive real numbers with « < 1, and let 8 € [0, 1‘%).

Let {a,}3° | and {(b,}> | be sequences of positive integers so that

(2+5 _H)*”

1+e ; 1-p _

n <ay < ay+1, limsupay, = 00,
n—00

and for all sufficiently large n,
by < af 208 @ (47)
Then the sequence {a, /b,}c | is transcendental.

This corollary also follows from Theorem 1.2 by replacing ¢ with g/(1 — B) + §/3 and
putting y = % while noting that a’Z ology! an af,/ (1+) / 2log;” an for any fixed values
of a1, a2 € (0,1) and all sufficiently large #. On the other hand, Theorem 1.2 is slightly
stronger than Corollary 7.1 since inequality (1) allows log |b,|/ log |a,| to approach e /(1 +
€) as 1 — 00, which is prevented by inequality (47). Quite naturally, this raises the

following question.

Question 7.2 Suppose we replaced B by ¢/(1 + ¢), let a be sufficiently close to 1, and
replaced the assumption |b,| < || P 21082 an by |by| < ||/ (A+e) 2~ logs \anl for all suffi-
ciently large n. Would Theorems 1.4, 1.6, and 1.7 then remain true?

While the above comparison between Corollary 7.1 and Theorem 1.2 would suggest an
affirmative answer, this question is not so easily answered. To see why, we start by taking
a brief look at Han¢l’s proof of Theorem 1.2 as presented in [5]. Part of the proof follows
an argument much similar to Lemma 3.3. The most significant difference is that Han¢l
takes advantage of the fact that y can always be replaced by a smaller value y' > 2¢
without affecting whether any assumption of the theorem is satisfied. This means that
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he only ever has to consider what corresponds to case 1 from the proof of Lemma 3.3.
In the proofs of Theorems 4.1 and 5.1, we can make the same trick by replacing é with
a smaller positive number, so the proofs of these theorems should be easily modified to
allow the changes proposed by the above question. The problem arises with Propositions
4.3 and 5.3 — here none of the parameters present in the limsup conditions can be reduced
without strengthening some other assumption, and so we cannot apply Han¢I’s trick and
must deal with some version of case 2 from the proof of Lemma 3.3. When imposing the
changes from Question 7.2, this becomes a much more difficult task, and there appears to
be no immediate way of modifying the proof of Lemma 3.3 so that all of case 2 is covered.

Therefore, at least until Question 7.2 is answered in the affirmative for at least one of the
theorems, we cannot both get the large values of |5,| that Theorem 1.2 suggests without
making the limsup conditions more strict.
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132 Chapter 1. Irrational and Transcendental Sequences

1.6.3 Paper 5: Irrationality and transcendence of infinite products

Below, the reader will find the most recent preprint of the paper [39], which has
the current author as its sole author. The paper is currently under review but has
not yet been accepted for publication. The preprint is available on arXiv through
the link https://arxiv.org/abs/2503.01575v1 or by using the arXiv identifier
2503.01575. It has a length of 14 pages, numbered 1 through 14.

In order to prove the irrationality part of Theorem 1.62 presented earlier in this
section, the assumption M > 1 has to be weakened to M > 0 in Lemma 4.1 of the
below paper. The first page of subsection 1.6.2 explains why the lemma remains
true with this slight change of assumption.
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TRANSCENDENCE CRITERIA FOR INFINITE PRODUCTS
OF ALGEBRAIC NUMBERS

MATHIAS L. LAURSEN

ABSTRACT. Using an application of Schmidt’s Subspace Theorem,
this paper gives new transcendence criteria for rapidly converging
infinite products of algebraic numbers. The paper also improves
existing criteria for irrationality of products and criteria for irra-
tionality and transcendence of infinite series. These results gener-
alize a classical theorem on the irrationality of infinite series due
to Erdos.

1. INTRODUCTION

Proving whether a given real number is algebraic, or even rational,
can be a quite frustrating endeavour. While more than a century and
a half have passed since Hermite proved that the number e = "> %
is transcendental in early 1873, it remains unsolved if the number
>, n,%rl is even irrational, despite what may appear as a much similar
construction. Similarly, it is well-known that the Riemann ¢ function
defined as ((s) = > 2, n® for R(s) > 1 is transcendental when s
is a positive even integer while the question of irrationality remains
open when s > 5 is any fixed odd integer. In other words, we have
a multitude of interesting numbers that we know to be transcendental
but where a small perturbation to the infinite series used to describe
them renders even the question of irrationality exceedingly hard to
settle. Aiming away from frustrations of this kind, this paper studies
irrationality and transcendence criteria that are less sensitive to such
perturbations.

Following the notions of Hanél [3, 4], we say that a sequence {a,, }22,
of real or complex numbers is Y-irrational (respectively Y-transcenden-
tal) if the sum of the series >~ , ﬁ is irrational (respectively tran-
scendental) for any sequence {c,}>° of positive integers. Inspired by
this, we say that {a,}°2, is (II, K)-irrational if the number []>7 (1 +
anlcn) lies outside of a given field K for all sequences {c¢, }5°; of positive
integers. We then say that {a, }52, is II-irrational if it is IIg-irrational
and that it is II-transcendental if it is IIg-irrational.

The first result on X-irrationality was proven in 1975 by Erdds [2].

This research is supported by the Independent Research Fund Denmark.
1



2 MATHIAS L. LAURSEN

Theorem 1.1 (Erdés). Let ¢ > 0, and let {a,}5>, be an increasing
sequence of integers such that a, > n'¢ for all n. Suppose
limsupa? " = oo.
n—oo

Then the sequence {a,}° is L-irrational.

Since then, more Y-related results have come to light, such as criteria
for X-transcendence (starting with [4] in 1996) or Q-linear independ-
ence of the numbers 1,> > ai’;’;n, R e aZann (starting with [5]
in 1999).

Meanwhile, the first result on Il-irrationality was not published un-
til 2011, where Han¢l and Kolouch [6] proved that sequences {a,}5%,
satisfying the assumptions of Theorem 1.1 will also be Il-irrational.
This result was extended by Kristensen and the current author in [7]
where a, are allowed to be algebraic integers from a broader family
of algebraic numbers and where a lower bound on algebraic degree of
the numbers []°7,(1 + a,') is given. Recall that an algebraic integer
is an algebraic number whose primitive polynomial over Z is monic.
We use Ok to denote the ring of algebraic integers contained in a
given field K. When only considering the questions of Il-irrationality
and II-transcendence, this result specializes to the below theorem. To
the current author’s knowledge, this is so far the only available result
regarding [I-transcendence. The notation [a,] denotes the maximum
modulus amongst the conjugates of a,,.

Theorem 1.2 (Kristensen and Laursen). Let K be a number field of
degree d, let (JZ, D € N be positive integers, and consider e > 0 and o €
(0,1). Let {a,}>>, be a sequence of algebraic integers such that n'*e <
lan| < |angr|. Write K = Q(a, : n € N), let K' be a field extension
of degree D of K, and let {b.}52, be a sequence of positive integers.
Suppose [anlby < |a,|2°%8 lonl | degy a, < d, and eR(a, /b, —1/4) > 1/4
for all n with e € {—1,1} fized and R(a,/b,) # —1/2 infinitely often.
Then {a,}°, is Ty -irrational if |a,|P~" T @d+d)™ = oo diverges in
R, and {a,}° is l-transcendental if for all A > 0,

. —n n—1¢1i —1
lim sup |a,,| 4" [zt (@)

n—oo

= Q.

In the present paper, we will improve this result in the case d = 1,
i.e., when a, € K for all n, while providing conditions for when [a,]|b,|
is large and when b,, is picked in K rather than Q. The most significant
improvement lies in the transcendence criterion, where the new version
allows one to stop at a finite A. Results of this nature was proven for
infinite series in [8] by the current author. In that paper, the most
simple criteria were found when a, is assumed to be rational while
b, carries the algebraic degree of the number. Revisiting these ideas,



TRANSCENDENCE CRITERIA FOR INFINITE PRODUCTS 3

we will not only achieve stronger results for infinite products but also
improve the theorems from [§].

2. MAIN RESULTS

As in [8], our main results will be variations of each other. When
restricting our attention to rational numbers, we get the following ir-
rationality and transcendence criteria.

Theorem 2.1. Lete >0, 0 <a <1, and 8 € [0, 3). Let {a,};2, and
{bn}52, be sequences of positive integers such that
ntte < a, < apt1  and b, < aﬁzbg? an

Then the sequence {a,/b,}5° is Il-irrational if

: (s +H)"
lim sup a,,'~* = 00,
n—oo
and 1t 1s II-transcendental if
. o+
lim sup a,,' ~* = 0.

n—o0

Moving on to algebraic numbers, we need to be more careful and
to take into account the arithmetic properties of a, and b,. We will
first consider the question of irrationality, which is also the easiest to
prove. We provide three different limsup criteria, the latter two of
which correspond to the irrationality conditions given in [8], while the
first condition is new and will be used for proving the transcendence
criteria of the subsequent theorems. While the theorem has a good
number of assumptions, some of them may be skipped, depending on
which limsup condition one means to imply; thus inequality (3) may be
skipped when using condition (8), while inequalities (5) and (6) may
be skipped when using condition (9) or (10). In this theorem, and for
the remainder of the current paper, N': Q — Q denotes the map that
sends an algebraic number to the product of its (algebraic) conjugates.
A reader familiar with field norms will notice that A(a) is exactly the
field norm associated with Q(a), evaluated at a.

Theorem 2.2. Let K be a number field with of degree d € N, and con-
sider real numbers o € (0,1), e >0, 8 € [0,e/(14¢)), y1 > 1, y2 > [,
21 > —Ya, 29 > 0, and e € {—1,1}. Let {a,}>2, and {b,}5°, be
sequences of non-zero numbers in Ok such that

(1) n'te < ap| < lapgl,
(2) |bn| < |anlﬁ2logg |an‘=
(3) ] < |, [V 2'088 o],
(4)

4 m < |an|y221033 |an|7
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(5) agl < |an|21210g§* Ian\7

(6) rl N (an/ra)] < lag|2/%% 1,
and

an >0 ife=1,
7 Rl I
g (bn) {S—l/Q if e = —1,

where each r,, is a positive integer dividing a,, and R(a,/b,) # —1/2
infinitely often. Let dy € N and suppose deg(a,,/b,) > dqy for all large
enough n. Then the sequence {a,/b,}2, is Hg-irrational if

gtz tza/dg) | 1\~
(8) limsup|an|( wiLail ) = o0,
n— o0
w1 +va) | 1)~
9) limsup|an|< ) 00,
n—o0

or, in the case that a, € Z or b, € 7Z for each n, if

dmax{yq,y2} -n
(10) lim sup |an|< 122 41)

n—oo

= OQ.

The main novelty of this theorem lies in limsup condition (8) since it
grants II-irrationality for sequences {a, }52 ; satisfying both dega,, > 1
and

lim |a,|Y/@" =1
n—o0 "

Y

for all 9 > 0, while granting a somewhat weaker result when the same
is true for o = 0, as seen in Example 3.2. Meanwhile, all former - or
[T-irrationality statements in the literature require at least

lim |a,| ™" = cc.

n—o0
when Q(ay, as, . ..) is a finite field of degree d.

Theorem 2.2 also provides a stronger irrationality statement than
those in [8], where only Y¥g-irrationality was proven. This improvement,
however, does not rely on any difference between products and series,
and so the irrationality statements of [8] may easily be strengthened to
match Theorem 2.2 by modifying the proofs accordingly. An import-
ant consequence of the improved irrationality statement is that we may
slack the transcendence criterion when d > 1, giving us the below the-
orem. In parallel to [8], transcendence is proven through an application
of Schmidt’s Subspace Theorem, which will give us that each product
L1+ cnbzn) is either transcendental or contained in K, then dealing
with K through Theorem 2.2. As with Theorem 2.2, the corresponding
theorem in [8] may be improved to match this result.
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Theorem 2.3. Let K be a number field of degree d € N, and consider
real numbers 6, >0, a € (0,1), B € [0,75), e € {~1,1}, and y > 1.
Let {a,}°, and {b,}52, be a sequences of non-zero numbers from Z
and Ok, respectively, such that inequalities (1), (2), (4), and (12) are
satisfied with yo = y. Suppose that R(a,/b,) # —1/2 infinitely often
and that

dy+146 -n
1' ( 1-8 +1) —
11m sup an = OQ.

n—o0

Then the sequence {a, /b,}5° is ll-transcendental.

In order to use the above mentioned application of Schmidt’s Sub-
space Theorem, we need to write the approximants HnN:1(1 + ai—zn)
as a Q-linear combination of some basis x,...,x4 of K. If we allow
a, € Ok, we then need to also consider the coordinates of a,, I and
the associated least common denominator, which makes both theorem
and proof a bit more involved but allows us to conclude the following
theorem. Again, we get an improvement compared to [8], and updat-
ing the proof in that paper accordingly will give a matching result for

Y-irrationality.

Theorem 2.4. Let K be a number field with of degree d € N, and con-
sider real numbers o € (0,1), 6, >0, 5 € [0,e/(1+¢€)), e € {—1,1},
y> B, 21 > —y, and zo > 0. Let {a,}5°, and {b,}5°, be sequences
of non-zero numbers in Ok such that inequalities (1), (2), (4)—(6), and
(12) are satisfied with yo = y, r, € Z, and r, | a,. Suppose that
R(a,/by,) # —1/2 infinitely often and that
d(y+z1+z2)+z2+5+1>—n

(11) lim sup |an|( -8

n—oo

= OQ.

Then the sequence {a,/b,}5° is II-transcendental.

When specializing to a,, € N, we retrieve Theorem 2.3, which has
the advantage of being more easily checked. Further specializing to
b, € N, we reach Theorem 2.1. However, when allowing a,, € Ok and
specializing to b, € N, we do not get the same simplification as is the
case for Theorem 2.3, and we will for that reason not state it as a
separate theorem.

Theorem 2.5. Replace the assumptions zo > 1 and (7) with the weaker
assumptions zo > 0 and

a 1
12 R(Z+=)>0.
(12) e <bn + 2) >
Then Theorems 2.2, 2.3, and 2.4 remain valid if we replace the state-
ments of llg-irrationality and Il -transcendence with & ¢ K and £ being
transcendental, respectively, where & is the number [ [~ (14 b,/a,).
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3. APPLICATIONS

In the following examples, ¢ is the golden ratio (the positive root of
x?—x—1) and 1 is the supergolden ratio (the real root of #3—z2—1). Let
F, and F), be the corresponding linear recurrences, i.e., F; = Fy, = 1,
Fn+2 = Fn + Fn+1, Fl = Fg = Fg = 1, and Fn+3 = Fn + Fn+2. Notice
that o and ¢ are units with [p=1] =  and [y 1| = '/2. We will also use
the notation of [a] to denote the smallest integer k > a when a € R.

If for a given example below, some of the assumptions (1) through
(12) are not be satisfied for all of the first finitely many n, apply first
the relevant theorem first on {a, /b,y }52; and then realize that the
conclusion then also holds for {a,/b,}2 .

Example 3.1. Let {h,}>2, be a strictly increasing sequence of integers
with h, > 3"n infinitely often. Relying on condition (10) of Theorem
2.2, the sequences {p"™}2,, {¢o" + b, 122, and {F},, /b, }>2, are all
Ilg(,)-irrational when b, € Q(¢) with 0 < b, < 2"% and [b,] < Fj,,. The
same is true if ¢ is replaced by any other quadratic irrational number
x with @1 =2 > 1.

The next example shows how relaxed condition (8) becomes when
the numbers a,, have the right arithmetic properties.

Example 3.2. For i = 1,2,3, let {h;,,}°, be a strictly increasing se-
quence of integers with h;,, > (1 + 1/i)"logn infinitely often. Using
condition (8), Theorem 2.2 ensures that the sequences {Fj, "},
and {F[hm jopptin 3o are Ilgp-irrational and Ilg-irrational, re-
spectively, while we may use Theorem 2.5 to further get [[°~ (1 +
Fh;ln@_hm) ¢ Q(p) and J[[Z, 1+ Fﬁz;n/ﬂw—h?”" ¢ Q(v).

More generally, if > 1 is an algebraic unit with [z=1] = z*, then
{[a#Mn]ahn}oe | is g, -irrational while T]°2 (1 + m) ¢
Q(z) when {h,}5°, is a strictly increasing sequence of integers with
hy, > (1 + Z)"logn infinitely often where Z = z/(1 + z).

We then provide an example where condition (9) is preferred over
condition (8) and where we may have a,, b, ¢ Z infinitely often.

Example 3.3. Let {h,}22, be a strictly increasing sequence of integers
with h,, > 7"logn infinitely often. Then condition (8) of Theorem 2.2
ensures that the sequence { (2" ++/2") /b, }22, is (I, Q(+/2))-irrational
if b, € Ogyg) With 0 < b, < 2" and [b,] < 2" for all n. The same is

true when +/2 is replaced for any other d’th root of a positive integer
and h, > (2d 4+ 1)"logn infinitely often.

We will now give examples of II-transcendental sequences. The first
one shows how simple it is to apply Theorem 2.3 while the following
two show how lenient equation (11) of Theorem 2.4 can be when the
right sequences are considered.
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Example 3.4. For cach i € N, let {h;,}>°, be a strictly increasing
sequence of integers with h; , > (i+1/7)" infinitely often. By Theorem
2.3, {Fh,.,/(14+¢ ")} is II-transcendental by picking § =0 and y = 1.
More generally, if > 1 is an algebraic unit of degree d, then the
sequence {[xl'a+2n] /(1 + x~ha+2n)1%0 g TI-transcendental.

Example 3.5. For i € N, let {h;,}>°, and {h},}>>, be strictly in-
creasing sequences of integers with h;,, > (i + 17/ i)" and hj, > (3 —
1/4)™ infinitely often. Then Theorem 2.4 implies that the sequences
{Fh,omnyeo ) and { Fyp, 219" 122 | are Tl-transcendental while The-
orem 2.5 ensures that also the numbers [[°7,(1 + F,glngo’hém) and

Lo, 1+ E ﬁén mw’hé»n are transcendental.

More generally, if x > 1 is an algebraic unit with [x=! = z* and
degz = d, then {[z*he+2n]gha+2nloe ig Tl-transcendental while we
further have [, (1+ W) ¢ Q(z) when {h, }5°, is a strictly
increasing sequence of integers with h,, > (2 + dZ)" infinitely often
where Z = z/(1 + z).

Example 3.6. Let {h,}52, and {h], }22, be a strictly increasing sequence
of integers with h,, > (7 — 1/3)" and h], > (3 — 1/3)" infinitely often.
By Theorems 2.4 and 2.5, {1} is [I-transcendental, and the number
[122,(1 +¢~") is transcendental. A similar argument can be made
for any other real algebraic unit z with 1 < [z=1] < z%/¢
hn, > (3 —9)™ for some sufficiently small 6 > 0.

and assuming

4. PRELIMINARIES

In this section, we provide useful definitions and lemmas that are
either proven elsewhere or that have particularly short proofs.

We start by introducing two lemmas that are proven in [8]. The first
lemma uses the method of proof introduced in [2], while the other one
is an application of Schmidt’s Subspace Theorem [9].

Lemma 4.1. Let¢ >0, 0 <a <1< M, and 8 € [0, ). Let {a,}52,
and {b,}>°, be sequences of numbers in C that satisfy inequalities (1)
and (2). If

lim sup |an|(%+1)_n = 00,
n—oo

then for all fired 0 < ¢ < 1,

0
lim inf
N—oo
n=N+1

bn
a

n

N
2 c
n=1
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Lemma 4.2. Let zq,...,x4,s be algebraic numbers such that s is Q-
linearly independent of x1, ..., x4, and let C,§ > 0. Then the inequality

d
qs — Z piZT;
i=1

has only finitely many solutions (py, . ..,pa,q) € Z¢ x N with |p;| < ¢©.

d
(13) [[maxf{1, pif} < ¢
i=1

The below lemma can be extracted from the proof of Lemma 15 in
[7] and replaces the triangle inequality from the series setting.

Lemma 4.3. Let {a,}2, be a sequence of complex numbers such that
the infinite product [, |1 + an| converges monotonously. Then, for

all N,

00 N 00 00
ICERARY | (PRSI ) (RRA] S o
n=1 n=1 n=1 n=N+1

We now present certain notions to further describe algebraic num-
bers. Let a be an algebraic number with minimal polynomial Zfzo ;X!
over the integers, with ¢y > 0. The leading coefficient, cg4, is also called
the denominator of a, since cqa is an algebraic integer while ¢’a is not
for any rational integer 0 < ¢’ < ¢4.

By rewriting the minimal polynomial of a as ¢4 Hle(X —a;) instead,
we define the Mahler measure as

M(a) := cdeaX{l, la;|}.

Surprisingly closely related to this is the Weil height, which we define
as

H(o) = [] max{1,]al,} /0

ve Mg
where K is any number field containing a, My denotes the set of places
of K, K, is the local field of K at v, and [K : K'| denotes the degree
of a field extension K O K’. This does not depend on the choice of K
(see [10] for a proof). We will compare and estimate the house, Mahler
measure, and Weil height using the following classical results.
Lemma 4.4. Let a be an algebraic number with denominator cqy. Then

H(a)* = M(a) < |eg| max{1,@}.
Proof. The inequality is a trivial consequence of the definitions. For
the equality, see Lemma 3.10 of [10]. O
Lemma 4.5. Let aq, ... ,a, € Q with a; # 0. Then
H(a+- - +a,) <nH(ar) - H(a,), H(aiaz) < H(a1)H (b),
H(]_/Cll) = H(al).



TRANSCENDENCE CRITERIA FOR INFINITE PRODUCTS 9

Proof. See [10]. O

Lemma 4.6 (Liouville Inequality). Let o be a non-zero algebraic num-
ber. Then

laf > (2H (o))~ 4.
Proof. This can be extracted from [1, Theorem A.1]. O

Finally, we will be using the below lemma to compare the house with
a given max norm on a finite field K seen as a Q-vector space.

Lemma 4.7. Let a1,...,aq € Q. Then there is a constant C; > 0,
depending only on ai, ..., a4, so that for any (ci,...,cq) € Q,

[cra1 + coag + -+ + cqag) < Cy max |¢.
1<i<d

If aq,...aq are linearly independent over Q, then there also is a con-
stant Cy > 0 such that

[cra; + coag + -+ + cqag) > Cy max |¢.
1<i<d

Proof. The first statement is proven in [8], so we limit our attention to
the second one. We make the proof by induction. The lemma is trivial
for d = 1, so suppose d > 1 and that the statement holds for ' = d—1.
If ¢; = 0 for any 7, the induction is trivial, so suppose not. Write

o — C1a1 + Calg + -+ -+ Cqaq =C1ﬂ+02%+“'+0d71ﬁ+0d-
Qq Qq Qq Qq
Since ay, . . ., aq are linearly independent over Q, ¢, ...,¢cq # 0, and d >
1, then a must be irrational. Let o4, ..., 0p be the distinct embeddings
of Q(as,...,a,) into Q.
We then have by the induction assumption that

d—1
a; a; ’
_ _ N et A et} > .
gl o = > (2 () )| 2 gt

, a
7j=1

for some C% > 0 that depends only on ay/ag,...,aqs-1/aqs and the set

{o1,...,0p}, which in turn only depend on ay, ..., as. Pick j such that

a — 00| = max<i;<p |o — 0;(a)|. Then

121%% a—oi(a)= |0k(<7j(04)) — ()],

for a suitable k. Noticing that 1/|1/ag4| is the modulus of the smallest
conjugate of a4, we then have

o @ maxllouoy(a))l.loule)])
;cz i| = [aa] > Ty > m
o) o)l L

- 21/ad N 21/ad 1<i<d
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and the proof is complete. 0

5. PROOF OF MAIN THEOREMS

We will first prove the irrationality result of Theorem 2.5, which we
state below as a separate result for future reference.

Proposition 5.1. Use the notation of Theorem 2.2 except that we as-
sume zo > 0 rather than zo > 1. Suppose assumptions (1)-(6) and (12)
are satisfied. Then the number [ (14 by/ay) is not contained in K
if either condition (8) or (9) is satisfied. If, for alln € N, b, € Z or
a, € Z, then we may replace condition (9) with condition (10).

Theorem 2.2, combining ideas from [7] and [§].
Proof of Theorem 2.2. Write
o0 b, N-1 b,
’yzE(l%—a) and vN:g (1—1—&),
and assume towards contradiction that v € K.

We start by boudning H(a,/b,). Applying Lemmas 4.5 and 4.4
followed by inequalities (3) and (4), we find

; max{|a,|, m} if a,, € 7Z,
n an 1
H<a—) = H<b_) < maX{|bn|7 W} it b, € Z,

H(a,)H(b,) < [@nllb,] regardless

_ flagmtnatgosion ity e N a, € Zorb, €Z,
| |, |9 Y222 losz an otherwise.

Instead using only Lemma 4.4, we have

1/ deg(bn/an)
H(b—”) < rn./\f(a—n) max{l, bn }
an /r.n n
a 1/do
< rn./\f(—n) max {1, [a,, 1][b.]},
Tn

so that inequalities (4), (5), and (6) yield

H(b_") < |an|y2+21+22/d02310g§ lan|

Qn

Writing y = min{y’, y2 + 21 + 22/do} where

, max{y;,ys} ifforallneN:qa, €Zorb, €Z,
Yy = .
Y1+ Y2 otherwise,

the above bounds on H(a,/b,) combine to

H(b_) < a,[v23 1085 lanl,

7
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Then, by Lemma 4.5,

N-1 " i N-1

14) H(y-— < 2H o2H =2 ) ) < 92Nlogs an—1| anl?,
1 #6—w <280) [T (28(32) ) < Tl
for large values of V.

We now wish to apply Lemma 4.6. By inequalities (1) and (2),
|1 + b,/a,| > 0 for all n. Hence, inequality (12) and the fact that
R(a,/b,) # —1/2 infinitely often makes |yy| monotonous with |yy| #
|7], being non-decreasing for e = 1 and non-increasing for e = —1.
Hence v — vy # 0 are different for all large enough N, and we may

thus apply the lemma and then inequality (14) to find

N-1 —d
Y — | > (2H (y — )~ 407 > (23N1°g5 o T Ian|y> -
n=1

Hence, by Lemma 4.3,

N-1 o) b
—d 3dN log¥ |lan— 4dN log¥ |lan— n

Hlan| v<2 g lov—illy —yy| <2 g2 lan-1| = |

n=1 n=N n

and thereby

9] b N
. Z : 2 «
]_lm _n H |an|dy 2N 10g2 ‘aN71| = 0.
N—o00 n
n=N+1 n=1

Recalling the choice of y along with the relevant assumption (8), (9),
or (10), this contradicts Lemma 4.1. This completes the proof. O

We are now left to prove Theorem 2.4. This will follow from Theorem
2.2 and the below result, the proof of which takes inspiration from [8].

Theorem 5.2. Using the notation of Theorem 2.4, suppose all assump-
tions of that theorem, except that inequality (12) does not have to be
satisfied and the assumption zo > 1 is replaced with zo > 0. Then the
number [[°, (1 + b, /ay) is either transcendental or contained in K.

To prove this theorem, we will need the below lemma.

Lemma 5.3. Use the notation and assumptions of Theorem 5.2. Write
M =d(y+z1+22) + 22+, and let xq, . .., x4 span Og as a Z-module.

Then there exist sequences {p1n}¥—1, -, {Pan}N—1, and {qn}F_q
with p; y € Z and gy € N with qn > 2V such that the inequalities

1 | < oVt R

(15) pin| < In

are satisfied for each i = 1,...,d and all sufficiently large N, while

o0

by, Zf-lf Di,NT; 1
(16) Z a— — =1 <

gn 24N logy qn qM/zQ

n=1

15 satisfied for infinitely many N € N.
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Proof. Clearly, (z1,...,x4) forms a Q-linear basis of K. Let my,..., 7y :
K — @Q denote the associated coordinate maps. Notice that m; maps
integers to integers m;(a) € Z for all a € Ok.

For each n € N, pick a,, € Z of minimal modulus such that

1T atN (A1 /Tng1) = @nrnN (an/r0) > |an]?,
noting by inequality (6) that then
(17) Gn N (an [10) < 2]ay|?221082 lan],
Then choose

N—-1 a N-1 b
qN U (arN(Tn)> and p; N W(gNTH( +an)>

n=1

Clearly, gv € N with gy > 2V for large values of N, while we have
pi.N € Z since

<qN ]ﬁl (1 + Z—Z)) = T <&n(an + bn)%) € Ok.

n=1

Noticing

al b
14+ 2 = i
H(+=)-
n=1 Sc{1,..,N} nes ¢
it follows from linearity of m; and the triangle inequality

(i), 5 ()

n=1 SC{L,....N}

Di,N

gn

By Lemma 4.7, there then is a C' > 1 such that

PNt < % (JH QNCHmax{l Bl 1}
N scirng |nes @

Hence, by inequalities (4) and (5) along with the fact that z; > —y,

N-1 N-1
«
2NC H |G |y+212210g2 lan| < 2z2N10g2 lan—1] H |CL |y+21

n=1 n=1

pz N
qNn

for all sufficiently large N. By inequality (17) and the choice of gy, we
conclude inequality (15), since

N-1
a~ y+z1
< 2N10g2 (anrnN (an/mm)) | | anrn an/rn)) 29

n=1

Di,N
gN

y+z1
«
S 2N log5 quNZ2 )
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We now just have to ensure that inequality (16) holds for infinitely
many N. The choice of p; y and Lemma 4.3 show that

! bn Zf: DPi,NT; A bn pl bn
H(1+a)—71 H(1+a>—H(1+a)‘

n=1 qN n=1 n=1

<oy |-

a
n=N n

holds for all sufficiently large N and a suitable C’ > 1. By inequality
(11) and the choice of M, Lemma 4.1 then implies that

~ bn Z DiNT; -M —N2log%
L) i : oS lan 1|
I ( ) H aul”

n=1
for infinitely many N. For these N, the Ch01ces of a,, and qn now allow
us to conclude inequation (16) by calculating

ﬁ AN > i PN T - g
1 n, qan 92dN?~logh ((rn—1an-1N (an/mn))N) /27
1
~ 9dNlog$ qn qM/zz
This completes the proof. 0

Proof of Theorem 5.2. By Lemma 5.3, infinitely many (p1, ..., pq4,q) €
Z% x N satisfy both inequalities (15) and (16) with |p;| < ¢© for some
fixed C' > 0 that does not depend on (p,...,ps,q). We first rewrite
inequality (16) by recalling M =d(y+ 2z + 22) + 22 + 0,

qH (1 n ) szxz H( M*zi;*@QNloggq> < q—5/2’2'

It then follows from the mequahtles of (15) that

qH (1 + ) szxz

Lemma 4.2 now implies that anl (1+bn /a,) cannot both be algebraic

Hmax{l Ipsl} < ¢~

and Q-linearly independent of z1,...,x4. In other words, the number
[12, (1 + b,/a,) is either contained in K or transcendental, and the
proof is complete. O

Proof of Theorem 2.5. Replace § and z with ¢ = §/(d + 2) and 2} =
29 + &', respectively. Then the statement follows from Proposition 5.1
and Theorem 5.2. ([l

Proof of Theorems 2.2 and 2.4. Let {c,}>2, be a sequence of positive
integers. Replacing a,, and r, by a,c, and c,r,, respectively, then
invalidates neither a,, > n'™ nor any of the inequalities (2)-(7) since
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we clearly have ¢, 5,y > 0, 1,22 > 1, and z; > —1. Rearranging
the terms of {a,c,/b,}2, so that |a,c,| becomes non-decreasing then
allows us to apply Theorem 2.5 on the number [, (1 + JZ—Zn) This
completes the proof. 0
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1.7 Algebraic independence of infinite series

This section presents the recent paper [23] by Hanél, Kristensen, and the current
author. The paper contains new criteria for linear and algebraic independence of
finite sets real numbers expressed as infinite series of rational numbers as well as
new notions for irrationality and transcendence of sequences.

Recall from the end of Section 1.1 that a list of complex numbers (a4, ..., ax)
is algebraically independent if P(ay,...,ax) # 0 for all integer polynomials P €
Z[Xy,...,Xk| in K variables. When K = 1, this is just a repetition of the
definition of transcendence. When K > 2, however, we have a property that is
strictly stronger than being linearly independent over Q, which is the best we can
get from any of the papers presented in the preceding sections.

The new notions of irrationality and transcendence are as follows. Notice that
the main difference from Definitions 1.4 and 1.5 is that we assume p { ¢, rather
than assuming ¢, > 0.

Definition 1.72. Let {a1,}52 ..., {axn}3>, be sequences of real or complex num-
bers, and let P be a non-empty set of prime numbers.

o The (X, P)-expressible set of {a1,}22 1, ..., {akx,}52, is defined as

o0

K
Eg,p({am};@:l)fil = (Z ! ) tep €L\ U pZ for all n € N

a; nC
i,ntn ie1 peP

n=1

e The sequences {a1,}7°, ..., {axn,}>2, are said to be (X, P)-linearly inde-
pendent over Q if the numbers 1,&;,. ..,k are linearly independent over Q
for all lists (&1, ..., &) in Exp({a1n}iq, - {arn ;)

e The sequences {a1,}22,...,{akn,}>, are said to be (X, P)-algebraically
independent if each list of numbers in Es, p({a1,}52,,. ... {axn}re,) is al-
gebraically independent.

e We say that a single sequence {a,}>2, is (X, P)-irrational (respectively
(3, P)-transcendental) if all elements of Ey, p{a,}3>, are irrational (respect-
ively transcendental).

When P = {p}, we may write (X, p) in place of (3, {p}) for each of the above
definitions.

Inspired by [15,16], the definitions of (X, P)-irrationality and (X, P)-transcen-
dence (including when P is replaced by p) were introduced in [23], while the notions
of (X, P)-linear independence and (X, P)-algebraic independence do not appear to
have been used before the present thesis.
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In parallel to Definition 1.5, one may generalize to notions of (X, P)-irrationa-
lity, (X, P)-transcendence, (X, P)-linear independence over K, and (X, P)-algebraic
independence when X is any one of the labels 3, II, and CF. We will, however,
only need the notions presented in Definition 1.72.

Notice that in all generalizations of Erdés’ Theorem 1.3 presented so far in
this chapter, there has been one or more bounds related to the real value of a,
(or to a complex number times a,). When dealing with the p- and P-variants
of irrationality, transcendence, and so on, we instead introduce certain bounds on
the p-adic valuation of a,. The p-adic valuation, denoted v, is defined so that
v,(0) = oo and v,(n) € Ny with p»»™ | n and p»™+! ¥ n when n is a non-
zero integer. We then get the following alternative version of Theorem 1.3, which
combines Theorems 5 and 10 from [23].

Theorem 1.73 (Hanc¢l-Kristensen-Laursen, 2025 on arXiv). Let a € (0,1), let
e > 0, let p be a prime number, and let C, > 0. Let {a,};>, and {b,}5>, be
sequences of non-zero integers with p 1 ged(ay,by,) such that for each n € N,

vp(a,) < Cp or vp(an) # vp(ar), ..., vp(an—1) (1.19)
and
sup vp(a,) = 0. (1.20)
neN
Suppose that
|ng1] > |an] > n'e, |by] < 2982190l and  limsup |a,)? " = co. (1.21)
n—oo

Then the sequence {a,/b,}° is (X, p)-irrational.

Suppose we replace equation (1.20) by sup,cy Vp(an) > Cp. If the assumptions
are now all satisfied for all p in an infinite set of prime numbers P, then {a,/b,}5°,
is (X, P)-irrational.

If furthermore, limsup,,_,, |a,|?" = oo for all d € N, then the above state-
ments of p- and P-irrationality may be replaced by statements of p- and P-tran-
scendence, respectively.

Notice that the limsup condition required for transcendence is rather strict and
no more lenient than that of Theorem 1.11. Having seen Theorems 1.13 and 1.50,
it would only be natural for the reader to expect a weakening of this assumption.
Not wanting to disappoint, let us consider the below result, which is a special case
of [38, Theorem 5.1] by the current author.

Theorem 1.74 (Laursen, 2024). Let o € (0,1) and 0, > 0. Let {a,}>2, and
{b,}22, be sequences of non-zero integers that satisfy assumption (1.21) and

lim sup a®+) ™"

n—o0

= OQ.
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Let {c,}2 be a sequence of positive integers. Then the number Y | b,/(ancy,)
is either transcendental or rational.

Notice that the above theorem makes no assumptions on valuation or sign of
a, other than a, # 0. Combined with the irrationality statement of Theorem 1.73,
we reach the following theorem.

Theorem 1.75. Let o € (0, 1), let §,¢ > 0, let p be a prime number, and let C,, > 0.
Let {a,}22 | and {b,}>° | be sequences of non-zero integers with p { ged(an, by) such
that assumptions (1.19)—(1.21) are satisfied for alln € N. If

lim sup ¢+ "

n—oo

= 00,

Then the sequence {a,/b,}5° is (X, p)-transcendental.

Suppose we replace equation (1.20) by sup, ey Vp(an) > Cp. If the assumptions
are now all satisfied for all p in an infinite set of prime numbers P, then {a, /b, }5°,
s (X, P)-transcendental.

Proof. Let P be either the set containing the single prime number p or the infinite
set of prime numbers from the theorem, depending on which assumptions are made.
Let {c,}52, be a sequence of integers with p t ¢, for all p € P. We are then to
show that the number > >° b, /(a,c,) is transcendental. We already know that it
is irrational from Theorem 1.73. Transcendence now follows from Theorem 1.74

by rewriting
[e¢) b S
n n
> =S Gl

n=1 n=1

Like most other results from [23], Theorem 1.73 is proven as a corollary to
Theorems 1 and 6 of the paper. Combined, these theorems read as follows.

Theorem 1.76 (Hancl-Kristensen—Laursen, 2025 on arXiv). Let K and d be positive
integers, let a € (0,1), let € > 0, and let p be a prime number. Fori=1,... K,
let {ain}o2, and {b;,}52, be sequences of non-zero integers with p{ ged(a; pn, by.n)
such that for each sufficiently large N € N,

Vp(ain) = 1£Irlna<XN Vp(@im)
for exactly one n < N and
i, (s, olan) = d i vy(oiea)) = 00 (.22

writing ag, = 1 for all n. Suppose there is a sequence {a,}> | of integers such
that for everyi=1,..., K and each sufficiently large n € N,

1+4¢ logs an )™
n S an, S Ap+1, |bz,n‘ S 2( g2 an) ;
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an2_(10g2 an)a S |ai,n| S max {an2(log2 an)a7 27’L73(Kd+1)"}

b

and
lim sup a(F4™" = .
n—oo
Then the list of numbers (Y ooy bin/a1n, - >oney brn/akn) is not the root of

any non-zero polynomial of K wvariables with integer coefficients and degree less
than or equal to d.

The same is true if we replace equation (1.22) by

nir%aXN Vp(Qin) > dngﬁ)j\/ Vp(Qic1.0), (1.23)

and assume that all assumptions are satisfied for not one but infinitely many dis-
tinct prime numbers p.

Suppose K = 2 and that d is replaced by 3 in equation (1.22) and inequal-
ity (1.23). If all assumptions are otherwise satisfied, then the pair of numbers
(Zle bin/An, D ey bQ’n/GQ’n) is non-degenerately independent of order d.

The term non-degenerately independent of order d is introduced in [23] and
means that the two numbers considered are not the root of any P € Z[X;, X5] of
degree at most d unless that P belongs to a rather sparse family of polynomials. To
be precise, this family consists of exactly those polynomials of degree 4 or greater
for which the set of solutions to P(z1, x2) = 0 over C defines a manifold of geometric
genus at most 1. A pair of numbers is called non-degenerately independent if it is
non-degenerately independent of order d for all d € N.

The remaining results of [23] regard algebraic independence of numbers [23,
Theorems 2 and 7] and non-degenerate independence [23, Theorems 3 and 8| (see
subsection 1.7.2).

We now extract the following criteria for linear and algebraic independence of
the (X,p) and (X, P) types, which are not explicitly stated in the paper.

Theorem 1.77. Let K and d be positive integers, let a € (0,1), let € > 0, and let
p be a prime number. Fori=1,..., K, let {a;,}>>, and {b;,}>>, be sequences of
non-zero integers with p t ged(a; ., by.n) such that for alln € N,

Vp(ain) < C or vy(ai,) # vp(ar),. .., l/p(an_l)}, Vp(@in) 2> Vp@i—1m), (1.24)

and
limsup (vp(a;n) — vp(ai—1,0)) = o0, (1.25)

n—oo

writing ap, = 1 for all n. Suppose there is a sequence {a,}22, of integers such
that for every i =1,..., K and each sufficiently large n € N,

14¢ logs an)®
n S ap, S Ap+t1, |bz,n‘ S 2( g2 an) y
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a,2” 182" < g, | < max {a,20°82)" 2”73(““)"}

Y

and
(K+1)~"

lim sup a = 00. (1.26)

n—oo
Then the sequences {a1,/b1n}oq, .. {arxn/brn}e, are (X, p)-linearly independ-
ent over Q. If furthermore, for all A € N,

lim sup _ l@in) =00 and limsupa) = = oo, (1.27)

n—soo 1+ Vp(aifl,n) n—00
then the sequences {a1,/b1n}o 1, {akn/brn}, are (X, p)-algebraically inde-
pendent.
Let P be an infinite set of prime numbers. Replace inequality (1.25) by
lim sup (v,(a;n) — max{C, vp(a;_1,)}) > 0, (1.28)

n—oo

and assumption (1.27) by
limsup (v,(a;,) — max{C, Avp(a;_1,)}) >0 and limsupa) " =oo. (1.29)

n—oo n—oo
Suppose that any assumption made for p is made for all p € P. Then the
above statements remain true but with (3, p)-linearly independent’ and (3, p)-
algebraically independent’ replaced by (X, P)-linearly independent’ and (3, P)-
algebraically independent’, respectively.

Notice that assumption (1.29) implies (1.27) for ¢ > 1 but not for i = 1. The
proof of this theorem is essentially the same as that of Theorem 1.73, but we will
repeat it here for clarity, modifying the details to fit the current statement.

Proof. Let P be either the set containing the single prime number p or the infin-
ite set of prime numbers from the theorem, depending on which assumptions are
made. Let {¢,}>°, be an infinite set of integers with p 1 ¢, for all p € P, and let
o : N = N be a bijection so that {A4,}2, is non-decreasing where A,, = ay(n)|Co(n)-
Put A;; = @i o(n)Co(n) and B;, = b; 4. Notice that all assumptions of Theorem
1.76 not involving ged or v, are then clearly satisfied. Let p € P. Since p 1 ¢,
we have vp(Ain) = Giom) and ged(Aiy, Bin) = gcd(@iz(n), biom)). Then notice
that assumption (1.24) combined with either equation (1.25) or (1.28) implies the
remaining assumptions of Theorem 1.76 with d = 1. If we instead combine assump-
tion (1.24) with either equation (1.27) or (1.29), then the remaining assumptions
of Theorem 1.76 are satisfied for all d € N. This completes the proof. n

Compared to the transcendence criterion in Theorems 1.75 and 1.77, the limsup
criterion limsup,, . aZl”" = oo required for algebraic independence appears rather
strict. Unfortunately, this author has not discovered any way to prove a more
lenient assumption.
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1.7.1 Examples

Recall the Riemann zeta function ¢ as defined in equation (1.3). Related to this,
the following example may then be extracted from Remark 4 of [23].

Example 1.78 (Han¢l-Kristensen—Laursen, 2025 on arXiv). Let s > 1 be a positive
integer, and let {a,}5°, be a sequence of odd integers with |a,+1| > |a,| and
limsup,,_, |an|>" = oo. Then the number Y 7 1/(n°a,) is irrational. This
follows from Theorem 1.76 with d = 1 and p = 2.

Remark 1.79. This example only works for the prime p = 2. The reason is as
follows. For any given k, the smallest positive integer n with v,(n) > k is the
number p¥, and the next one is 2p*. When p = 2, we have 15(2%) < 15(2-2%), which
is well in line with the assumptions. However, when p > 2, then v,(p*) = v,(2p"),
which breaks one of the first assumptions of Theorem 1.76.

This example is easily modified to one regarding transcendence.

Example 1.80. Let s > 1 be a positive integer, let 6 > 0, and let {a,}32, be a
sequence of odd integers with |a,,1| > |a,| and limsup,,_, . |a,|®*" = co. Then
the number Y > 1/(n®a,) is transcendental. This follows by combining the above
example with Theorem 1.74.

In comparing the new Theorem 1.75 with Theorem 1.73, we may also improve
Example 6 of [23] to the following.

Example 1.81. Let z € Nwith z > 2, let § > 0, and let {a, }°, bea non—decreasing
sequence of positive integers with ged(a,,z) = 1 and limsup,,_, alF = oo,
Let {r,}>2; be a sequence of pairwise different non-negative integers. Then the

sequence {z"a, }°° | is (3, p)-transcendental for all prime numbers p dividing z.

By combining the ideas from Examples 1, 2, and 4 of [23], we get new examples
on (X, p)-algebraic independence and (X, p)-linear independence.

Example 1.82. Let z be a non-zero integer, and let {a,}>>, be a non-decreasing
sequence of positive integers with p { a,, such that lim SUPy, o a)  =o00 for every
positive integer A. Then the sequences {a,2"}°% |, {anz"" 32, ... {ap,z"" 122, are
(3, p)-algebraically independent for all prime numbers p dividing z.

Example 1.83. Let K,z € N, and let {a,};°, be a non-decreasing sequence of
integers with p 1 a, such that limsup,, . alf ™™ = oo for all A € N. Then the
sequences {a,2"}°% | {a,2?"}° ;... {a, 25"}, are (X, p)-linearly independent
over Q for all prime numbers p dividing z.

Meanwhile, examples of (X, P)-linear independence and (X, P)-algebraic inde-
pendence with infinite P may be extracted straight from Examples 7 and 8 of [23].
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Example 1.84. Let K be a positive integer, and let {r,}°°; be a strictly increasing
sequence of positive integers such that limsup,,_,. 7n/(K +1)" = co. Let {p,}5,
be an unbounded and non-decreasing sequence of prime numbers, and let P be an
unbounded subset of these p,,. Then the sequences {pit™}oc ... {p&trmloe are
(3, P)-linearly independent over Q.

Example 1.85. Let {p,}22, be a strictly increasing sequence of odd prime numbers,
and let {r,}>°, be a non-decreasing sequence of integers such that r, > p, and
lim sup,,_, . (rn/A") = oo for all A € N. Let P be a set of infinitely many of these
Dn, and write a;,, = 2™ p,, and agy1, = 2™ (p1 - -p,l)"kf1 for all k,n € N. Then
the sequences {a1,}22,,. .., {a1,}22, are (X, P)-algebraically independent.

The Examples and applications section on pages 8-11 of the below paper con-
tain the original versions of the examples presented above as well as additional
examples, including some for (X, p)- and (X, P)-irrationality.

1.7.2 Paper 6: Algebraic independence of infinite series

Below, the reader will find the most recent preprint of the paper [23], which is
joint work between Jaroslav Hanc¢l, Simon Kristensen, and the current author.
The paper is currently under review but has not yet been accepted for publication.
A preprint is available on arXiv through the link https://arxiv.org/abs/2502.
19079v1 or by using the arXiv identifier 2502.19079.

The day before the deadline of this thesis, the current author found a small
technical mistake in the preprint on arXiv, which is corrected in the below version.
The mistake was found in the proof of 23, Lemma 22] and required an improvement
to [23, Lemma 11] and its proof.

This mistake has been corrected in the below version of the paper, which has
a total length of 30 pages, including front page and abstract, with the remaining
28 pages being numbered 1 through 28.

Similar to the case of [38], which is presented in subsection 1.6.2, the Erdés
Jump (i.e., Lemma 11) of the below paper can be further improved. Specifically,
the assumption M > 0 of the lemma can be replaced by M > —1 without affecting
the proof in any meaningful way. This is not important to the paper itself, but it
may be for a future paper, as it happened in [39].
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Abstract

We give conditions on a finite set of series of rational numbers to ensure that
they are algebraically independent. Specialising our results to polynomials
of lower degree, we also obtain new results on irrationality and Q-linear
independence of such series.



1 Introduction

The study of irrationality and transcendence of numbers date back to an-
tiquity, where an unfortunate Pythagorean lost his life in proving the irra-
tionality of v/2. Much later, in the late nineteenth century, the existence of
transcendental numbers was proven, explicit examples were provided, and
some famous numbers such as m and e were shown to be transcendental.
Later on, concepts such as linear independence over Q, over Q and algebraic
independence of numbers have been important. In the first two cases, one
thinks of the set of real numbers R as a vector space defined over the ra-
tionals, @, or the algebraic numbers, Q, and investigate whether a set of
numbers is linearly independent over the base field as vectors. For alge-
braic independence, one investigates whether a set of K real numbers has
the property that no non-zero integer polynomial in K variables vanishes at
this set. In this case, the numbers are said to be algebraically independent.
Of course, if one considers only polynomials of degree 1, the notion of linear
independence over Q is rediscovered. If furthermore K = 1, the question of
irrationality is rediscovered.

The present paper is concerned with algebraic independence of a finite set
of real numbers given in terms of series of rationals. More precisely, we will
derive conditions on such a set of series which ensure that the numbers are
algebraically independent. An important result in this respect is the 1975
result of Erdés [4], where it is shown that if {a, }°°; is an increasing sequence
of positive integers with a,, > n'™¢ for some € > 0 and

/27 _

lim sup a,;

n—0o0

o0,

then the number > | % is irrational. The result has been extended numer-
ous times by various authors to encompass a wider range of series [7] as well
as series with more general denominators [10, 1, 16].

Our objective here is to obtain criteria ensuring algebraic independence
of a set of such series. We will allow for numerators as well as denominators,
although our series will remain defined over the rationals. One novelty of
our approach is that we are able to remove the restriction of positivity in
Erdés’ result at some expense. The conditions obtained will look somewhat
cumbersome and technical. In order to demonstrate their applicability, we
will provide a large number of examples of concrete series, which we show to
be irrational, linearly independent over QQ or even algebraically independent.



2 Main results

We will now state our main theorem. We will be considering series of the
form

bk,n
A = —
a
n=1 k,n
where for k =1,2,..., K, {arn}3>, and {bx,}°, are sequences of non-zero

integers. Our results depend heavily on the joint divisibility properties of the
denominators. In our main result, we express the required properties in terms
of the p-adic valuation. As usual, for a prime p and an integer n, we will let
vp(n) denote the p-adic valuation of n, i.e., 1,(0) = co and, for n # 0, v,(n)
is the unique non-negative integer such that p*»™|n but p»M+! t n. With
this in mind, we now state our main result on the algebraic independence
of a finite set of series of the above form. In some of the theorems, we give
conditions to ensure that non-zero polynomials P € Z[z1, ..., zk] of a degree
bounded by a fixed integer d will all satisfy P(ay,...,ax) # 0. We here take
the degree of a polynomial to be the maximum degree of its monomial terms,
and we define deg(z? - - 2¥) =iy + - +ix.

When only two series are considered, so that K = 2, we are able to obtain
much weaker criteria at the cost of arriving at a somewhat weaker conclusion.
To fix ideas, we define a weaker notion here. For a polynomial P(z1,z5), let
p(:z:l, T9, x3) be the projective version of P, i.e., the homogeneous polynomial
obtained from P by multiplying each monomial with z3 sufficiently many
times that the resulting polynomial is homogeneous of the same degree as
the original one. This polynomial defines a plane, projective curve, Cp € P2,
If this curve is smooth, its (geometric) genus ¢(Cp) is given by the genus—

degree formula,
(deg P — 1)(deg P — 2)

9(Cp) = 5 :

If the curve is singular, the genus decreases. An ordinary singularity of
multiplicity r decreases the genus by r(r — 1)/2. Non-ordinary singularities
need to be examined individually. We will say that two numbers oy and ay
are non-degenerately independent of order d if no integer polynomial P in two
variables of degree at most d such that deg P < 3 or g(Cp) > 2 vanishes at the
point (o, ag). If two numbers oy and s are non-degenerately independent of
order d for any d, we will say that oy and a are non-degenerately algebraically
independent.

For polynomials P such that the resulting plane, projective curve is
smooth, the genus condition is satisfied as soon as deg P > 3. For higher
degrees, we are removing certain potential algebraic dependencies with this




definition, arising from the decrease in genus from the singularities. One
should stress that most polynomials give rise to a smooth curve, and that if
the degree is large, most non-smooth curves will have genus > 2. In work
in progress [15], F. Pazuki and the second named author obtain a counting
estimate for polynomials of fixed degree d resulting in a curve of fixed genus

g.

Theorem 1. Let K and d be positive integers, let ¢ and k be positive real
numbers with k < 1, and let p be a prime number. For k = 1,... K, let
{akn}oey and {by, }5° | be sequences of non-zero integers with p 1 ged(ag n, bi.n)
such that for each sufficiently large N € N,

Vplarn) = max vp(axm) (1)

for exactly onen < N and

Jm (s o) —d s vlan) <o

writing ag, = 1 for all n. Suppose there is a sequence {a,}>, of integers
such that for every k =1,..., K and each sufficiently large n € N,

n'* < a, < ans, (3)
an2_(10g2 an)® S |ak7n| S max {an2(10g2 an)'“v7 27/;,—3(]('(i—l-1)n}7 (4)
b | < 20082)%, (5)

and )
limsup a" """ = o0. (6)

n—oo
— — Ny bk ;

Fork=1,... K, set aj = > >, o Then (a, ..., ak) is not the root of

any non-zero polynomial of K variables with integer coefficients and degree
less than or equal to d.

If K = 2, this is also true when d is replaced by 3 in equation (2) and
the non-vanishing conclusion is replaced by non-degenerately independent of
order d.

It is worth noting that in the last case of the theorem, if one replaces
3 with any higher number d’, say, (2) automatically rules out the existence
of polynomials of degree < d' vanishing at the point (aq,as). This cuts
down on the number of degenerate polynomials potentially obstructing full
independence.



The conditions of Theorem 1 may seem unwieldy to check, and their origin
may not be terribly clear. Let us take a moment to digest them. Condition
(3), (4), (5) and (6) are reminiscent of the conditions in Erdés’ paper [4],
except that no numerators were present in that paper, and it had K =1
and a, = ai,. Nonetheless, the role played by these conditions is similar
and will be used to show that the theorem follows from a result about the
partial sums » " \ bx/ar, when N is large. Assumptions (4) and (5) arise
from considering several numbers and from having a non-fixed denominators,
respectively, and essentially allow us to replace the sequences {ay,}2, and
{bkn 22 with the single sequence {a,};>, for a central part of the proof.

The novelty of our result lies in the origins of assumptions (1) and (2). As
we shall see, their role is to ensure that no integer polynomial in K variables
will vanish at infinitely many of the partial sums of the numbers .

From the conditions in Theorem 1, we could easily formulate conditions
under which (2) and (6) hold for every value of d € N. This immediately
leads us to a criterion for algebraic independence of the «aj in the following
way.

Theorem 2. Let K be a positive integer, let p be a prime number, and let €
and k be positive real numbers with k < 1. For k =1,..., K, let {ap,}>>,
and {bg, }5°, be sequences of non-zero integers with p { ged(ag n, br.n) so that
assumption (1) is satisfied for exactly one n < N when N is sufficiently
large, while

. maXp=1,. N VplQk,

lim = () = 00, (7)
N—oo 1 + maXn—=i,..,.N Vp(ak:—l,n)

where ay, = 1 for each n € N. Suppose there is a non-decreasing sequence

{an}22, of positive integers that, for each k = 1,..., K and all sufficiently
large n, A € N, satisfies assumption (3), (5),

anQ—(logz an)"” < lag | < max {an2(l°g2 a")ﬁ, 2An}7 (8)
and 1
limsupaq” = oo. (9)
n—oo

Fork =1,..., K, set a = Zlex—’”. Then aq,...,ax are algebraically

independent over Q.

As stated in the results, when K = 2, most of the conditions needed for
our two previous results become simpler at the cost of removing potential
degenerate cases of algebraic dependence. Indeed, it is straightforward to
check in this case that the following holds.



Theorem 3. Let {apn}22,, {bkn}rsy, {an}o2,, and oy be given as in The-
orem 1 with K = 2, d = 3, and the additional assumption that for every
positive integer A,
1
limsup ai" = oo.
n—oo

Then aq and oy are non-degenerately algebraically independent over Q.

If we focus on K = 1, we also get new irrationality and transcendence
criteria, which we will phrase in terms of the following definitions of p-
irrationality and p-transcendence.

Definition 4. Let p be a prime number. We say that a sequence of non-zero
numbers {a,}>°, is p-irrational or p-transcendental, if for every sequence
{cn}52, of integers ¢, with p{ ¢,, the infinite series

=1
Z ayCr,

n=1

converges to a number that is irrational or transcendental, respectively.

This generalises the notions of irrational and transcendental sequences
introduced by Erdés [4] and Hancl [6], respectively, where it is assumed that
¢, > 0 rather than p 1 ¢,. From Theorem 1, we obtain the below result.

Theorem 5. Let p be a prime number, let C' be a positive integer, and let €
and k be positive real numbers with k < 1. Let {a,}?°, and {b,}>, be se-
quences of non-zero integers with p { gcd(ay, by,) such that limsup,,_, . v,(a,) =
oo and either vy(am) # vy(a,) or vy(an) = vy(a,) < C when m # n. Sup-
pose that a,1 > a, > n'*e and |b,| < 20°8219D" when n is sufficiently large.
Then the sequence {a,/b,} is p-irrational if

lim sup |an|2% = 00, (10)
n—oo

and it is p-transcendental if equation (9) is satisfied for every positive integer
A.

Proof. Let ¢, € Z with p{ ¢,,, and let o : N — N be the bijection so that |A,|
is non-decreasing where A, = ay(n)Co(n), and put B, = by@). If equation
(9) is satisfied, let d € N be arbitrary. If not, assume equation (10), and
put d = 1. Since certainly » >, ai’én => ﬁ—z, the theorem follows if we
can show that {4, },—1 and {B,}22, satisfy the assumptions of Theorem 1.
We immediately notice that inequalities (2), (4), (5), and (6) are satisfied.

Since A, is non-decreasing and |a,c,| > a, > n'T¢, inequality (3) must also

b}



be satisfied. As p 1 ¢,,ged(an, by,), it follows that p t ged(A,, By,), while the
facts that p { ¢,, limsup,,_, . vp(n) = oo, and v,(n) # v,(m) when v,(n) and
m # n are large ensure that equation (1) can be satisfied by at most one
n < N when N is large. Thus, all assumptions of Theorem 1 are satisfied. [J

Remark 1. When {c,}>°, is a sequence of non-zero integers, as is the case
when all ¢, are non-divisible by any given prime, then oo = » >, af;n is
absolutely convergent, and so the resulting number is the same if we reorder
the terms. Hence, if we have v,(a,,) # v,(a,) for all m # n, we can freely
reorder the terms to ensure that v,(a,) is strictly increasing. Then a, >
preen) > pr=1 and so we automatically get the assumptions lim sup v, (a,,) =
oo and a, > n'*® when n is sufficiently large, thus reducing the number of

assumptions one needs to check when applying Theorem 5 to such a sequence.

In Theorem 1, we might also consider what happens if we keep track
of multiple prime numbers p rather than just one. This leads to the below
theorem, the proof of which is almost identical to that of Theorem 1. As
such, these two theorems will be proven in unison.

Theorem 6. Let K and d be positive integers, let ¢ and k be positive real
numbers with k < 1 and let P be a set of infinitely many prime numbers. For
kE=1,....K, let {arn}r>y and {by,}5°, be sequences of non-zero integers
with p 1 ged(agn, ben) for each fized p € P. Suppose that for each sufficiently
large N € N, ezactly one n < N satisfies equation (1) while

max Vp(ag,) >d max v,(ag_1,), (11)

n=1,...,N n=1,...,

where ap, = 1. Suppose that there is a sequence {a,}°, that satisfies as-
sumptions (3), (4), (5), and (6) for every k = 1,...,K and n € N. For
k=1,....K, set gy = ", ZZ—Z Then (ayq, ..., ak) is not the root of any
non-zero polynomial of K variables with integer coefficients and degree less
than or equal to d.

If K = 2, this is also true when d is replaced by 3 in equation (11) and

the conclusion is replaced by non-degenerate independence of order d.

As with Theorem 1, one could replace 3 in the last part by a number
d" > 3 to cut down on the number of potentially ‘bad’ polynomials
This theorem has corollaries in complete parallel to Theorems 2 and 3.

Theorem 7. Let K be a positive integer, let P be an infinite set of a prime
numbers, and let € and k be positive real numbers with k < 1. For k =
..., K, let {apn}22, and {by,}52, be sequences of non-zero integers such



that, for all p € P, p 1 ged(agn, br.n), assumption (1) is satisfied for exactly
onen < N when N is sufficiently large, and if k > 1, then equation (7)
is satisfied. Suppose there is a non-decreasing sequence {a,}°, of positive
integers that, for each k = 1,..., K and all sufficiently large A,n € N,
satisfies assumptions (3), (5), (8), and (9). For k = 1,....K, set ay, =

> ZZ—Z Then oy, ...,ax are algebraically independent over Q.

Theorem 8. Let {ap,}22,, {bkn}ey, {an}52,, and oy be given as in The-
orem 6 with K = 2, d = 3, and the additional assumption that for every
positive integer A,
1
lim sup a;"
n—oo

= 00.
Then aq and oy are non-degenerately algebraically independent over Q.

Remark 2. Theorems 2 and 7 are very similar in their assumptions. In
fact, the only differences are that Theorem 7 does not assume equation (7)
for K = 1 and that it makes its assumptions for infinitely many primes p.
This is a consequence of how an unbounded d makes v,(ag,) unbounded
when k£ > 1, which in turn makes the differences between inequality (11) and
equation (2) small when d grows large. As such, Theorem 7 should only be
used when v,(a,,1) is bounded for all fixed p € P (or when it is unknown
if this is the case); otherwise, Theorem 2 would be sufficient by just picking
any one p from P with unbounded v, (a1 ).

Aiming for a result corresponding to Theorem 5, we introduce notions of
P-irrationality and P-transcendence when P is a set of prime numbers.

Definition 9. Let P be a set of prime numbers. We say that a sequence
{a, }22, is P-irrational or P-transcendental if the series > >~ | ﬁ converges
to an irrational or transcendental number, respectively, for all sequences of
integers {c,}>2, with p{¢, for all p € P.

By considerations similar to those in the last part of Remark 2, it is clear
that when K = 1, Theorem 6 is only interesting when v,(a; ,,) is bounded for
all fixed p, since one could otherwise apply Theorem 1 with much less effort
instead. For that reason, we formulate the result corresponding to Theorem
5 as follows.

Theorem 10. Let P be a set of infinitely many prime numbers, and let € and
K be positive real numbers with k < 1. Let {a,}5°, and {b,}>2 | be sequences
of non-zero integers such that, for each fized p € P, p1 ged(an,b,) for all n,
while vy(ay,) is bounded and attains its mazimum value exactly once. Suppose



that a,41 > a, > n'*e and |b,| < 20°8210:D" " Then the sequence {a,, /b, } is P-
irrational if equation (10) is satisfied, and it is P-transcendental if equation
(9) is satisfied for every positive integer A.

Proof. The proof is essentially the same as that of Theorem 5, except that we
apply Theorem 6 rather than Theorem 1. As such, our interest in equation
(2) is replaced with inequality (11). O

3 Examples and applications

In this section, we give a number of examples of applications of our results.
It is of interest that the terms of our series have varying signs since this was
not allowed in previous papers, such as [1, 4, 6, 7, 16]. Let fi,..., fx denote
arbitrary functions from N into Z. This way, we can express the varying signs
as (—1)%() . Possible choices for fi.(n) could, for instance, be the product
kn, the number of divisors of n, or the Euler totient function of n, i.e., the
number of m = 1,...,n such that ged(m,n) = 1.

We start by giving some simple examples to highlight the immediate
applications of our results in terms of algebraic independence. For these
examples, use Theorem 2.

Example 1. Let {a,}°, be a non-decreasing sequence of positive odd inte-
gers such that for every positive integer A,

1
AN
n

limsupa;" = oo.

n—0o0

—_1)fk(n)
Set oy, = ZZO=1 (al)zs’“ , k=1,..., K. Then the numbers aq,...,ax are

algebraically independent over Q.

Example 2. Let K and z be positive integers with z > 2, and let {a,}>>,
be a non-decreasing sequence of integers with ged(a,, z) = 1, a,, > n'™¢ and

L
n

limsup a;” = oo,
n— o0
.. . k)
for every positive integer A. Set ay = > 7, (l)—kk, k=1,...,K. Then
- anzl’2<n>
the numbers aq, ..., ax are algebraically independent over Q.

As is seen from the theorems, we have non-degenerate algebraic indepen-
dence with weaker restrictions when we know that K = 2, which gives us the
below example by applying Theorem 3.



Example 3. Let z > 2 be a positive integer, and let {a,}>; be a non-
decreasing sequence of positive integers with ged(z, a,) = 1 and, for all posi-

. . /4™ _ oo (=DM
tive integers A, limsupa,” =o0. Fork=1,2,.. set o, =) P

If £ # [, then oy and a; are non-degenerately algebraically independent.

Meanwhile, by using the more general Theorem 1, we are also able to
prove irrationality and linear independence of series where we are not cur-
rently able to determine algebraic independence, as seen in the next example.

Example 4. Let K and z be positive integers with z > 2, and let {a,}>2,
be a non-decreasing sequence of positive integers such that ged(a,,z) = 1

and lim sup ar/ E" = 00, For k = ..., K, set ap, => 7 DD by en

n=1 an Zk vp(n)
1,aq,...,ak are linearly independent over Q.

Remark 3. We are not able to prove that the number ((5) = >>° | X is

n=1
irrational. Erdés [4] proved that if {a,}>2; is a non-decreasing sequence of
1

.. . . m _ 00 1
positive integers such that limsup,,_,. as' = oo, then o = >, o5 Is an

irrational number. From Theorem 1 with p = 2, we now obtain that if all
) (_1)f<n)

ne1 o -5 is irrational for all functions
- n

a, are also odd, then the number )
f:N—=Z.

Remark 4. For integer functions f : N — Z and ¢g(n) : N — N, write
Crolk)=>° CUY Then Co,1 is Riemann’s zeta function, where 0 and 1

n=1 g(n)nk
denote the functéiy(()r)ls that are constantly 0 and 1, respectively. We get from
Remark 3 that (;4(5) is irrational when {g(n)}52, defines a non-decreasing
sequence of positive odd integers with limsup,, ,._ g(n)"/?" = oo, regardless
of f. In fact, (s,(k) is irrational for all such ¢ and all integers k > 2.
However, if we remove the conditions that g(n) is non-decreasing and that
limsup,,_,,, g(n) = oo and fix f(n) and k > 2, then we can pick g so that
Crq(k) is rational. If f(n) is both infinitely often even and infinitely often

odd, we can take a permutation ¢ : N — N such that

(- & (—1)"
Crolk ;n’“g(n ;o )Eg(o(n))

Then picking g so that g(c(2m)) = o(2m — 1)* and g(c(2m — 1)) = o(2m)*,
we get (f4(k) = 0, which is rational. If f(n) is even only finitely often, then
Cf,g(k) is a rational number minus the number ) " \ ——— ( 7 By a result due
to Hancl [5], we can now choose g so that this number is rational. If f(n) is
odd only finitely often, we just note that (f4(k) = —(41,4(k). Then 1+ f(n)
is even only finitely often, and we can pick g so that (y,(k) is rational by the
previous consideration.



Open Problem 5. While it is well-known that (o1(2) = ((2) = 72/6 is
transcendental, and Apéry [2] showed that (51(3) = ((3) is irrational, the

authors do not know if (1(k) = > 7, (—171);‘(”) is irrational in general for
k> 2.

We now give examples of p-irrationality and p-transcendence of a se-
quence, using Theorem 5 and Remark 1.

Example 5. Let {a,}2, be a non-decreasing sequence of positive odd in-
tegers with limsup,,_, . ay”" = oo. Let {r,}5°, be a sequence of pairwise
different non-negative integers. Then the sequence {2 a,, }°° , is 2-irrational.
Likewise, for any integer z > 2, if we assume ged(a,, z) = 1 in place of a,, be-
ing odd, then the sequence {z""a, }> ;| is p-irrational for all primes p dividing
z.

Example 6. Let z > 2 be a positive integer, and let {a,}>; be a non-
decreasing sequence of positive integers coprime with z such that, for all A €
N, limsup,,_, ., al/*" = co. Let {r,}5°, be a sequence of pairwise different
non-negative integers. Then the sequence {z™a, }22; is p-transcendental for

all primes p dividing z.

Finally, we present the below four examples of Theorems 6, 7, 8, and 10,
respectively. Comparing these with Examples 4, 1, 3, and 5, respectively,
we see some of the differences in applicability between considering a single
prime or infinitely many.

Example 7. Let K be a positive integer, and let {r,}>, be a strictly in-
creasing sequence of positive integers such that

T'n
lim sup > 0.

nooo (K 4+ 1)

Let {p, }°°; be an unbounded and non-decreasing sequence of prime numbers.
For k =1,... K, set aj = 30 U

el R Then the numbers 1, aq, ..., ax
n

are linearly independent over Q.

Example 8. Let {p,}°2; be a strictly increasing sequence of odd prime
numbers, and let {r,}>° , be a non-decreasing sequence of integers such that

rn > p, and limsup,, . (r,/A") = oo for all A € N. Set o = > > (=1)f1 (™)

n=1 2™ py,
—1)fx(n) )
and apyp = Y 20—1 5 é D — for each k € N with £ > 1. Then oy, ..., ak
=2 (prepn)™

are algebraically independent for all K € N.
For this example, it may not be clear that we can actually pick a sequence
{a,}52, of integers that satisfies (8) for each k and all large values of A and

10



n. Write a1, = 2™p, and ax, = 2™ (p; - -pn)"’H for k > 1, fix K, and
pick a,, = 2™ and k = 1/2. Then the only assumption that is not trivially
satisfied is the upper bound of (8) when k£ > 1. Since a1, < -+ < ag,, it
suffices to prove this when A =2, k= K > 1 and ag,, > 2*". By using log,,
the upper bound of (8) is equivalent to

Tn + 10g2 ((pl te pn)nk) = 10g2 ain < 10g2 (an2(10g2 an)'{) =r,+ 7«3/27

ie.,
7’71/2 > log, ((pl - pn>nk) =n" Z logy pi.-
m=1

If ,, > n*% then this is indeed satisfied, recalling that r,, > p,, and calculat-
ing

7}11/2 _ 7,711/47,711/4 > (n4K)1/4p711/4 > nKilnlog2pn > k-1 Z 105 Prm.-

m=1

If p, > n*c we are therefore done, so consider the case p, < n*%. Since
ax.n > 2%", we then have

n K-1 K K
2" <ag, =2"(pr--opa)” < 2mpt < 2t

As this clearly ensures that r, > n*¥ for all large values of n, we are done.

Example 9. Let {p,}>°, be a strictly increasing sequence of odd prime
numbers, and let {r,}>°, be a non-decreasing sequence of integers such that
rn > pp and limsup,, . (r,/A™) = oo for all positive integers A. For k =

1? 27 DR set ap = ZOO (—l)fk(”)

n=1 27.npik 1

algebraically independent.

If £ # [, then a4, and o are non-degenerately

Example 10. Let {p,}>°; be an increasing sequence of prime numbers, let
P be an infinite subset of {p, : n € N}, and let {a,};>; be an increasing
sequence of positive integers with limsup,, .. (a.p,)"/?" = oo and p 1 a,
for all p € P. Then the sequences {a,p,}>>, and {a,p’p,_1---p1}5>, are
each P-irrational. If furthermore, lim sup,,_,.(a,p,)"4" = oo for all positive
integers A, then the sequences {a,p,}°, and {a,p2p,_1- - p1}>, are each
P-transcendental.

4 Preliminaries

In this section, we give some auxiliary results needed for the proofs of the
main theorems. The first one is a slight strengthening of Lemma 5 of [10]
when specialized to a single sequence {a,,/b,} with b, < 2(lcgzan)",

11



Lemma 11. Lete >0,0< k<1, and M > 0. Let {a,}>2, and {b,}>°, be
sequences of positive integers such that a, is non-decreasing and

M+2)=n

lim sup a = 0. (12)

n—oo

Suppose that for all sufficiently large n that

a > nl-‘rE

and
bn < 2(10gan)"'
Then for any fized 0 < ¢ < 1,

N M+1 o0 b
S max{N2(logy an ), N~3(M+2)N+11
hNHi}oI})f 2 B2 ON (H ) Z

n
a
n=N1"T"

=0.

Not surprisingly, the proof will closely follow that of Lemma 5 in [10] and
use the same preliminary lemmas, below, which are proven in [10]. In their
original form, the lemmas had additional assumptions, but these were never
used in their proofs and are thus omitted here. They may also be extracted
from the proof in [4].

Lemma 12. Let {a,}2, and {b,}52, satisfy the assumptions of Lemma 11.
Then there exists a number v > 0 that does not depend on N and such that
for all sufficiently large N,

Shoa
e T ay
Lemma 13. Let {a,}>2, and {b,}5°, satisfy the assumptions of Lemma

11. Suppose that a,, > 2" for all sufficiently large n. Then there is a fixed
0 < T' <1 such that for all sufficiently large N,

. p,  2Uogzan)t
2 o<
n=N Qn an

Lemma 14. Let {a,}2, and {b,}2, satisfy the assumptions of Lemma 11.
Then there is a fived number 0 < I" < 1 so that if N and ) are sufficiently
large and a, > 2™ forn=N,...,Q, then

9(logy an)"

an



Lemma 15. Let {y,}>°, be an unbounded sequence of positive real numbers.
Then there are mﬁmtely many N such that

1
N > (1 + m) A Yn-

By a simple induction argument, we notice that for K < N and § > 0,

(M+248)N =(M+2+)N "+ (M+1+0)(M+2+6)V " =
=(M+2+5)k+(M+1+5)2(M+2+5)", (13)

n=~k

which will be used for the proof of Lemma 11. Equation (13) also helps prove
the below corollary to Lemma 15.

Corollary 16. Let {a,}2, and {b,}5°, satisfy the assumptions of Lemma
11. Let k be a positive integer. Then for infinitely many N > k,

1 (M+2)N . (M+2)N
ay > 14+ = ( max a(M*2) ) :
N2 k<n<N

For such N, we further have
1 (M+2)N N-1
ay > <1 + N2> H aM+1,
n=~k

Proof. The first inequality follows immediately from Lemma 15 by taking
(M+2)—™

Yn = an for n > k and y, = y, for n < k. We then use (13) to
conclude
“n\ (M42)Y (M+1) 05 (M+2)
( max aSLMH) ) > max_ aM+2 )
k<n<N kE<n<
-1
>

H aM+t, O
n=k
Proof of Lemma 11. To shorten notation, write

E, = max{n*(logy a,)",n (M + 2)"*1}

N—1 M+1 ko b
E n
ZN =27V (07% —
n=1 =N An

13

and



We here split the proof into two cases depending on whether

(M+2+8)"" _ 00 (14)

lim sup a,,

n—o0

is true some fixed ¢ > 0.

Case 1 (equation (14) holds for some § > 0). Pick 0 < v < 1
as in Lemma 12, and let z > 2 be some sufficiently large number. Pick
ki, ke, N € N as follows. Let ks be the smallest integer such that

&
a[](éw'i‘Q-i-(s) 2 > Zl/'y, (15)

let ki be the largest integer such that k; < kg and
ap, <2, (16)
and let N be the smallest number such that N > k; and
a%””*‘”_N > 2. (17)

Note that N < ky and N — oo as z — oo. By inequalities (16) and (17),
an < 2MH249)" when k; < n < N. Hence,

2N2(10g2 an)'<e S 2N(M+2+(5)<N_1)c(10g2 Z)C < ZNQ(M+2+6)NC7 (18)

while also
N-1 N-1 v
H n < H ZMA2HO) — 2y 4a (MF2HO)"
n=ky n=k1+1

From this and equation (13), we obtain

N-1 N
(M+42+46)

| | a/n<z M+1+06 ,

n=k1

while inequality (16) together with the facts that N > k; and a, is non-

decreasing yields
ki1—1

_ 2
Hangaﬁl T 2N,
1
n=1
Thus,
N-1
2 (245N
H anM+1 < S(MADN2H(M+1) 5750 (19)
=1

3

14



Having a bound for the product in Zy, we move on to bounding the
infinite series. Let 0 < I' < 1 be given as in Lemma 14. Let { € (%, 1)
be a fixed number that does not depend on z. Since k; is the largest number
less than ky satisfying (16), we have a, > 2" > 2" for N < n < ko. By
Lemma 14, this means that when z (and thereby N) is sufficiently large,

then

ko logQaN)F 1
n

Z S =<—
Qp aN

This and inequality (17) imply

b_n < L~ (M+248)N¢

From Lemma 12, inequality (15), and the fact that a, is non-decreasing, it
follows for all sufficiently large z that

(o)
n -y Y M+24-6
— <, < < 7 ) )
n=ko+1 n
and so we have
= b 2
In —(M+2+8)N¢ —(M42+48)k2 s

> s <z +2 < e (20)

Write ¢ = ¢ — M]\f{}ré and note that ¢’ > 0. By inequalities (18), (19),

and (20), we find that for sufficiently large z (and thus N),

nev () S

N=3(M+2+5) +(M+1)N2+(M+2+5)N<%_C>

<z

N=3(M+24+8)N + MN?—¢' (M+2+6)N —$ (M4246)N

=z <z
Hence, Zy tends to 0 when z grows toward infinity, and this case is complete.

Case 2 (equation (14) does not hold for any ¢ > 0). This case will
be split into further 2 subcases, depending on whether a, < 2" infinitely
often. Before we do that, we make an observation to be used for both cases.

Given any fixed number T', set Ty = max{c,T'} and I = (142Iy)/(2+T).
Note that Ty < T’ < 1. By the assumption that equation (14) holds for no

15



0 > 0, we may pick a small number ér > 0 that does not depend on n, such
that
(M + 2+ 6p) 2+ < M 42

and a,, < 2M+2+90)" for all sufficiently large n. Due to this and the fact that
a, is non-decreasing,

nlo

n*(log, a, ) + (logy a,)" < 2n*(log, an)f < 2n*(M + 2+ dr)
1+42r

< 2n*(M +2)"##7 < (M + 2)" %o
= (M +2)™ < n (M +2)" (21)
Recalling (1 + n~2) = 2'°82(477%) and using the Taylor expansion of log,

around 1, we have that (1 +n72) > 2" when n is large. From this and
inequality (21), we obtain for all large enough n that

9 En+(logy an)T 22n*3(M+2)n+1

A+ ey < gy

< QM (22)

Case 2a (a, < 2" for at most finitely many n). By Lemma 13, we
may pick 0 < I" < 1 such that for all sufficiently large N,

> 5, ologan)T
— S JE
a’TL

a
n=N N

This and Corollary 16 imply that for infinitely many N,

an 9(logy an)"

(1+ N-2)2¥  ay

T

In < 2EN

BN +(10g; ax)

(M+2)N log,(1+N-2)

From this and inequality (22), we then have

In < 9—N=3(M+2)N

for infinitely many N, and we are done.

Case 2b (a, < 2" infinitely often). Let C' > 0 be sufficiently large.
Pick k1, ko, N € N that depend on C' as follows. Let k5 be the smallest integer
such that

a2 > (23)

16



and let k1 be the largest integer such that k; < ky and
ag, < 2M. (24)

Since ky — oo as C' — oo, the assumption that a, < 2" infinitely often
implies that also k; — oo as C' — oo. Using Corollary 16, pick N > ky to be
the smallest integer such that

1\ MY o\ (M42)N
L (M+2)~"
N = <1 - N2) (lmrg?i(N n ) ' (25)

Consequently, we get by induction that if k; < n < N, then

QM2 (1 n i) max oM+

" n2 | k<i<n
k n 1
(M+2)~F1
<oz I (14 ).
m=ki+1

Therefore, each n with k& < n < N must satisfy
a, < 8(M+2)n — 23(M+2)n’ (26)

using that []>°_,(1 +m™?) < 4 and that a,glwﬁ)_kl < 2 by inequality (24).
Note that inequalities (23) and (26) ensure N < ky when C' is large.
Using inequality (24) along with the facts that a, is non-decreasing and

N > kq, we find
k1—1

_ 2 2
H a, < a’,ﬁ_i < a’,x < M < 2N, (27)
n=1

From inequalities (26) and (27), we get

N-1 k1—1 N-1 vt
N2(M+1)+3 —(M42)™

n=1 n=k;

Due to this and equation (13), all large enough C' (and thus N) must satisfy
H ML 2N2(M+1)+3 S, (M+2)" < QN (M+1)+3(M+2)N

< MY (28)

17



Meanwhile, inequality (25) allows us to apply Corollary 16 and find

N—

H -
1+N )(M+2)N

which together with inequality (27) yields

N-1 k1—1
aﬂﬁrl H aMJrl H aMJrl

n=1 n=k1

N2(M+1) an
<2 13 N2 (29)

Having two upper bounds of HT]:[ 11 aM*1 we move on to also bounding

> wba/a,. Pick I' € (0,1) as in Lemma 14. Since ky < N < ko, ky is the
greatest integer less than ky that satisfies inequality (24), and ag, > 2% due
to inequality (23), we obtain from Lemma 14 that

k‘z T
bn 2(10g2 an)
> <t (30)

a a
=N om N

Similarly, pick v € (0,1) as in Lemma 12. Then

since a, is non-decreasing. Estimating this further by applying inequality
(23) together with the fact that ks > N, we get

= b, 1 1
kZ i 7 Craar = G

This and inequality (30) imply

= b, bn = b, 1
Z P P Z P T Cr(M+2)N (31)

18



From inequalities (28), (29), and (31) follows that

N—1 M+1 ., b
(M) 32
n=1 n=N "

2
o min{24(M+2)N oN (M+1)aN }

(1+ N-2)(1+2)%

9(logy an)" 1
. _|_ ~
an C(M+2)

9EN+N2(M+1)+(logaan)™  9En+4(M+2)Y

(1_|_N—2)(M+2)N + Cr(M+2)N

By inequalities (21) and (22), we then have

95(M+2)N

—~N—3(M+2)N
Iy <2 + C’Y(M+2)N7

which tends to 0 as C' grows large, due to the facts that NV > ky, k1 — oo as
C — 00, and I" < 1. This completes the proof. O

Lemma 11 is to be used in connection with the below elementary result.

Lemma 17. Let R > 1, let P € Zlxy,...,xk] be a polynomial, and let
at, ..., 0k, P, ..., B € C with |ag|, |Bk] < R for each k. Then there is a
constant C' > 0, depending only on P and R, such that

|P(ay,...,ax) — P(B1,...,0k)] < C max |ag — Byl

1<k<K

Proof. For 1, € N, note that

K . K . K k=1 . . . K .
RIS (Ha;l><a;: g T o
k=1 k=1 j=1

k=1 j=k+1
K n k—1 K

= <(0% — Br) Zailﬁ,’jj> (Hfﬁ’) II 5 ©2
k=1 j=1 j=1 j=k+1

i1 1K _ _
77777 il d=deg P,a = (aq,...,ak),

Write P(xq,...,2x) = >,
Then the triangle inequality, equation (32), and the

and = (B1,...,0k).

19



facts that deg P = d and |ay, |Gk] < R let us conclude

K K

ik ik

E Civ,oire Hak - Hﬂk
k=1 k=1

|P(oq,...,ax) — P(f,...,0k)| =

K

Z iy i | Z lag — Bklde—1

1 k=1

< (dKRd—l > |ci1,,_,,iK|> lg}fg%|ak_ﬁk|. O

U100k

IN

In order to handle the case of K = 2 and d > 3 in Theorems 1 and
6, we will need a few results from algebraic geometry. Let PX denote the
K-dimensional complex projective space, i.e., P = (C¥*1\ 0) /~ where ~ de-
notes the equivalence relation that x ~ y if £ = ay for some aw € C\0. For i =
1,...,n,let P, € Clzy,...,rk] be a polynomial, and let P e Clzy, ..., Tg11]
denote the unique homogeneous polynomial of minimal degree such that

Pi(xy1,...,2x) = Pi(x1...,2K,1). We then say that the set
V(P,...,P) ={[z] e PX: P(z) =--- = P,(z) = 0}

is a projective variety. If the coefficients of Py, ..., P, are all rational num-
bers, we say that V(Py,..., P,) is a projective variety over Q.

Let V; and V5 be two non-empty irreducible projective varieties that are
proper subvarieties of PX. We then say that f : Vi --» Va is a rational
map if there is a proper subvariety By C V; (which may be reducible) such
that f restricted to V; \ By is a well-defined rational function, i.e., each
coordinate map is given as the quotient of two polynomials. If there is
another rational map ¢ : V5 --» V; so that g o f coincides with the identity
where it is defined, then we say that f is a birational map and that V; and
Vy are birationally equivalent. We furthermore say that f is a rational (resp.
birational) map over Q if the implied rational function can be chosen so that
the coefficients of its coordinate maps are contained in QQ, and we say that
V1 and V5 are birationally Q-equivalent if there is a birational map Vi --» V5
over Q. We will need the below three theorems, of which the first is known
as Fatings’s Theorem, and the second is a consequence of the degree—genus
formula. Genus here refers to the geometric genus. All three theorems can
be found in [13].

Theorem 18 (Faltings). Let A be a non-singular irreducible projective vari-
ety over Q of genus g > 1 and dimension 1. Then A has only finitely many
rational points.

20



Theorem 19. Let V C P? be a non-singular irreducible projective variety of
degree d and dimension 1. Then the genus of V' equals (d —1)(d —2)/2.

Theorem 20. Let V C P2 be an irreducible singular projective variety over Q
of dimension 1. Then V is birationally Q-equivalent to a smooth irreducible
projective variety over Q.

Finally, we will also need the below simple result.

Lemma 21. Let Vi, Vy be birationally equivalent irreducible projective vari-
eties of dimension 1. Then the implied rational map f : Vi --+ V4 is defined
for all but finitely many elements of V.

Proof. Because Vi is irreducible, any non-empty proper subvariety B of V;
must be of a lower dimension than V;. Since V] is of dimension 1, this makes
B finite. O

5 Proof of Theorems 1 and 6

For this section, let d and K be positive integers, and let {ax,}r>, and
{brn}22, be sequences of non-zero integers such that each of the sequences

{arN}¥ors o {ar v} R~ defined by

N
bk,n

Qp. N = a
n=1 k.n

converge, and we write oy, = limy_,, g v for the corresponding limit.
Theorems 1 and 6 have almost identical proofs. For that reason, we will
prove them simultaneously. Roughly speaking, their proofs can be divided

into an analytical part, which is covered by the below lemma, and an algebraic
part, which is covered by the subsequent two lemmas.

Lemma 22. Let € and k be positive real numbers with k < 1. Suppose
for all k = 1,...,K and n € N that equations (3), (4), (5), and (6) are
satisfied. Let P € Zlxy,...,xk| be a polynomial of degree at most d. If
P(oy N, ...axn) # 0 for all sufficiently large N, then P(ay,...ax) # 0.

Proof. Let N be sufficiently large. Then P(oy v, ...,k n) 7# 0. Therefore,
since deg P < d and ay y Hfj:l |ag»| must be integral, we get

N K —d
[Plony, - axn)| 2 (HH\%M)
n=1k=1

21



and so, by inequality (4),

N
—d
—1) max o an )® n*3 n
|P(CY17N, ce ,OéK7N)| > H (afz(Q(K 1) {(logy an)", (Kd+1) })

n=1

N
> 92— max{N?(logy an)®, N~3(Kd+1)N+1} a— K (33)
=z | | n -

n=1

Meanwhile, Lemma 17 implies that there is a C' > 0 depending only on P
and on sup,, y |, v| such that

|P(oy,...,ax) — Plain,...,axgN)| < C1I<I}<;EZX |y — e |
o
b
= C max Z k)
1sk=K n=N+1 Ake,n

Therefore, due to the triangle inequality followed by inequalities (4) and (5),

o0

b
|P(v,...,ax) — Ploay, ... axy)| < C max D
’ 1<k<K |ag n|
=N+1 %
o0 K o0 K
22(10g2 an) 4(10g2 an)
<C g — = E —_—
n=N+1 An n=N+1 An

This, the triangle inequality, and estimate (33) imply that
[P, ...,ax)| > [Plaan, ... akn)| — [Plar, ..., ak)

— P(OéLN, ceey aK,N)|

N
_ 2 Kk N-3 N+1 _
> 9 max{N?2(logs an)®, N73(Kd+1) }H andK

o0

_CZ

n=N+1

4 (logz an)™

Hence, to prove the lemma, it is enough to show that there are infinitely
many /N such that

N lo an)
2—maX{N2(10g2 an)®, N=3(Kd+1)N+1} H a > C Z 82
= n=N+1
or, equivalently,
{N2(1 g )K N*3(Kd+l)N+l} N dK e 4(10g2 Gn)n C 1
gmax ogs an)”, o= ot 2
H ! ngﬁ-l Gn ( )



Note that

> 4(10g2 an)"®

N
Qmax{N2(1og2aN)“,N*3(Kd+1)N+1} a— K

n=N+1

N dK ogy an )"
< 9N?(logy an)” ( H an) M, (35)
< E o

n=1 n=N-+1

for all large enough values of N. Taking £’ € (k, 1), we have [4(cg200)"] <

9(ogz ) \when N is sufficiently large. Using this together with assumptions
(3) and (6), we may apply Lemma 11 with M = dK — 1. Therefore, we can
pick infinitely many N such that the right-hand-side of (35) is smaller than
C~!, and so inequality (34) follows, and the proof is complete. O

For the remaining two lemmas, let P be a set of either a single prime
number or infinitely many prime numbers, and assume that p { ged(b , ax.n)
forall k=1,..., K and n € N. Recall the elementary facts that

volab) = vyla) + (D), vpla+D) {: (). (36)

if v,(a) < v,(b),
> vp(a), ify(a) =v,

(b).

From the first of these two facts, v, extends to a function Q — Z by 1,(0) =
oo and v,(q) = v,(a) — v,(b) when ¢ = a/b; note that v,(¢q) does not depend
on the choice of representative (a,b).

In the proof of the below lemma, we will order tuples of indices colexico-
graphically, i.e., we will say that

(i1, ying1) < (Jis- - Jng1)
if 4,01 < Jpa1, or if both 4,01 = Jpe1 and (21, ... ,9,) < (J1,- -+, Jn)-

Lemma 23. Suppose for each fired k = 1,..., K and p € P that equation
(1) holds for all N € N and that inequality (11) holds for all sufficiently
large N. If P = {p}, assume additionally that equation (2) holds for each
k=1,...,K. Let P € Zlxy,...,xk] be a non-zero polynomial of degree at
most d. Then P(ain,...,axy) # 0 for all sufficiently large N.

Proof. Write

23



and let cj, .ol -+ 235 be its leading term in colexicographic order. We
will now prove that for a suitably chosen p € P and each sufficiently large
N, the term c;,_j, o'y -+ - @} has strictly lower p-adic valuation than any

of the other terms of P(aLN,i ..,akN). By (36), this will then imply the
lemma. To simplify notation, write

Oz‘1 77777 o Cn, WiE Hazk Jk' (37)

Cltynir oy

If |P| = 1, let p be the unique prime in P. Otherwise, |P| is infinite, and we
instead pick p such that

Vp(cjlw-,jk) = 0. (38)
Since clearly Cj, . ;. = 1 by equation (37), the lemma follows if we can prove
for all (’il, Ce ,iK) §é (jl, .. ,jK) with Civ,... ik 7& 0 that

Vp(Ciy . ig) > 0 (39)

when N is sufficiently large.

Suppose (i1,...,ix) # (J1,...,Jx) with ¢, ;. # 0, and let m be the
largest index such that i, # jp. Note that this implies i,, < j,, since
Cjy.. i@ -+ 29K is the leading term of P. When N is sufficiently large, we
have from inequality (11) that max;<,<y v(ag,) > 0 foreach k =1,..., K,
which together with (1), (36), and the fact that p t ged(ag n, by.n) implies that
Vp(Qu,N) = —maxi<p<n Vp(akn). Using this and equation (37), we find that
when N is sufficiently large,

K

Vo(Cinoire) = Vo(Cirroine) = VplCirie) + D ik = G0k
k=1

3

= Up(Cir,ine) = Vo(Ciric) + > Uk — k) max vp(agn)-
k=1 -

Hence, using the facts that i, < jm, ¢i,..ix € Z, and ay,, € Z,

-----

Vp(Ciy, i) = —Vp(Cjy i) + 11<I711a<>§v Vp(@m,n) Z Uk ma>§v Vp(arn)-

This, the fact that deg P < d, and inequality (11) yield

Up(Ciy,oire) = —Vp(Cjij )+1I<T}la<>§\,”p(amn) dlg}fg% Vp(@m-1,).  (40)
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If |P| = 1, then inequality (39) follows from inequality (40) and equation
(2) when N is sufficiently large. Similarly, if |P| = oo, then (39) is verified
by applying inequality (38) and equation (11) to inequality (40) when N is
sufficiently large. This completes the proof. O

The final lemma of this paper provides an improvement to Lemma 23
when K = 2 and the degree of P is greater than 3.

Lemma 24. Suppose the assumptions of Lemma 23 are satisfied for d = 3
and K = 2. Let P € Z[x1, 23] be a non-zero polynomial of arbitrary degree
such that P defines a curve of genus > 2. Then P(ayn, 0o n) # 0 for all
sufficiently large N.

As before, we remark that choosing a different value d’ in place of 3 will
rule out polynomials of degree < d’. This will make the genus requirement
less restrictive. Indeed, there are fewer polynomials resulting in low genus if
the degree becomes higher.

Proof of Theorem 1. Since equation (2) implies inequality (11), the theorem
follows by combining Lemma 22 with Lemmas 23 and 24. ]

Proof of Theorem 6. This follows by combining Lemma 22 with Lemmas 23
and 24. O]

Proof of Lemma 24. Without loss of generality, P is irreducible; if not, then
we may write P as the product of irreducible polynomials Pi,..., P, €
Z[z1, x5], and we would then just have to prove the lemma for each of these
P,. 1f deg P < 3, the statement follows from Lemma 23, so we may assume
deg P > 3.

Since p 1 ged (b, axn) for all p € P, equations (1) and (36) together
with either (11) (if |P| = oo) or (2) (if P = {p}) implies that the minimal
denominator of ay y tends to infinity as N tends to infinity. Hence, oy y
does not take the same value infinitely often.

Introducing an extra variable X3, let P e Z[ X1, X9, X3] be the ho-
mogenised version of P, and consider the projective curve Cp = {[z] € P? :
p(x) = 0}. Since P(ay y, 00 n) = P(al,N,ag,N, 1) and since oy n is always
rational but does not take the same value infinitely often, it suffices to prove
that Cp contains only finitely many rational points.

Suppose first that Cp is non-singular. By the degree-genus formula [13,
Theorem A.4.2.6.], the genus of Cp is at least 2 since P is irreducible with
deg P > 3. By Faltings’s Theorem, such a variety contains at most finitely
many rational points, and the lemma is proven.
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Next, suppose that Cp is singular. In this case, we may normalise Vp, by
appealing to e.g. [13, Theorem A4.1.4.], to obtain a smooth projective curve
birationally equivalent to Cp. As mentioned in the introduction, this may
result in a curve of lower genus than predicted by the degree—genus formula.
Ordinary singularities result in a decrease of %r(r — 1), where r is the multi-
plicity of the singularity. Non-ordinary singularities decrease the genus by a
quantity which must be calculated on a case-by-case basis, but such polyno-
mials are very rare indeed. At any rate, the assumptions of the lemma is that
the resulting curve has genus at least 2, so by Falting’s Theorem there are
only finitely many rational points on Cp. For the original polynomial (before
normalisation), we observe that desingularising again would not increase the
number of rational points, and we are done. O
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Chapter 2
p-adic Duffin—Schaeffer Sets

2.1 Introduction

In the study of irrationality and transcendence of numbers as introduced in the first
few pages of Chapter 1, one often encounters various Diophantine inequalities, i.e.,
inequalities with integer coefficients where one is interested in finding or counting
the set of integer solutions. One such inequality is the following, where « is a fixed
real number, 1 is a map from N to R,

‘a—ﬁl < ¥ (2.1)

n n

Depending on how ) is chosen, various arithmetic properties of o may be deduced
from the size of the solution set of inequality (2.1). We may, for instance, reformu-
late Theorem 1.1 with d = 1 and Theorem 1.2 from Chapter 1 into the following
statement.

Theorem 2.1. Let o« € R. Then « is irrational if inequality (2.1) has infinitely
many solutions with a/n # « and (n) = 1. If inequality (2.1) also has infinitely
many solutions with a/n # « and Y(n) = n='7° for some § > 0, then « is
transcendental.

Let ¢ : N — Ry be fixed, and let m € N. Notice that if (a,n) is a solution to
inequality (2.1) for some «, then (a + mn,n) is a solution for o + m. Hence, the
number of solutions for fixed n is unaffected by adding or subtracting integers from
a. Because of this, it is sufficient to consider & between 0 and 1 to gain information
about the real numbers in general, at least when it comes to inequality (2.1).

We will now consider the set of o from the unit interval with infinitely many
solutions (a,n), formally defined as

K() :={a €[0,1] : (2.1) is true for infinitely many (a,n) € Z x N}.
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186 Chapter 2. p-adic Duffin—Schaeffer Sets

An immediate benefit from studying subsets of [0, 1] rather than of R is that the
Lebesgue measure, which we denote as )\, is a probability measure on [0, 1]. This
gives us access to a number of tools from probability theory that are less easy to
apply on R. In 1924, Alexandre Khintchine [31] used some of these tools to prove
the following theorem. To the current author’s knowledge, this theorem started
the field now known as metric Diophantine approrimation, to which all theorems of
this chapter belong. Named after him, we will also refer to k() as the Khintchine
set associated to 1.

Theorem 2.2 (Khintchine, 1924). Let 1 : N — R, and suppose that ni(n) is
monotonous. Then

Ak = { b L) =,
0 Zf Zn:l ¢(n) < Q.

The main limitation of Theorem 2.2 is the restriction that ni(n) must be
monotonous. While it might seem possible Khintchine just lacked the arguments
to prove it more generally, Duffin and Schaeffer [10] showed in 1941 that at least
some restriction has to be put on v for the statement to be true. Specifically, they
constructed an approximation function ¢ : N — R that contradicts it but with
ny(n) being far from monotonous. They then suggested a related but slightly
different set to KC(¢)), which we will call the Duffin—Schaeffer set and define as

A* () :={a €[0,1] : (2.1) is true for infinitely many a/n € Q}, (2.2)

where each rational number a/n € Q is in reduced form, i.e., a € Z and n € N
with ged(a,n) = 1. By weighting ¥ (n) based on the number of rational numbers
in the interval [0, 1) with denominator n, they proposed the following formula for
deciding the Lebesgue measure of A>(1)). Here and for the rest of this chapter, ¢
denotes the Euler totient function, i.e., ¢(n) is the number of integers 1,2,...,n
that are coprime with n.

Conjecture 2.3 (Duffin—Schaeffer, 1941). Let ¢ : N — Rsq. Then

Lif 3202 d(n)e(n)/n = oo,

AT = {o i S, b)) fn < oo,

While it may seem similar to Theorem 2.2, it remained unproven for the better
part of a century. It even took two decades before Gallagher [14] in 1961 managed
to prove that A\(A>(¢)) cannot take other values than 0 or 1.

Theorem 2.4 (Gallagher, 1961). A(A>(y)) € {0,1} for all ¢ : N — Rso.
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After yet another 29 years, Pollington and Vaughan [45] came close to a proof,
leaving a relatively small family of ¢/ to be considered. They also fully proved
a higher dimensional variant of the conjecture for dimension 2 and greater. In
2020, after 79 years, the conjecture was finally proven by Koukoulopoulos and
Maynard [33].

Theorem 2.5 (Koukoulopoulos—-Maynard, 2020). Conjecture 2.3 is true.

In the meantime, Haynes [27] had introduced a p-adic variant of .A*°(¢)), hoping
that it might be easier to prove the theorem within the realm of p-adic numbers
(defined below) and then move the result back into the real setting.

Definition 2.6. Let p be a prime number. We then have the following definitions.

e The p-adic valuation, denoted v, is defined on Q as follows.
— 1,(0) = 0.

— If n € Z with n # 0, then v,(n) is the largest non-negative integer such
that p*»(™ | n and p»(™M+! { n,

— If (m,n) € Z x N, then v,(m/n) = v,(m) — v,(n).
e Writing p=>° = 0, the p-adic absolute value on Q is given by |z|, = pe®),

e The metric (z,y) — |z — y|, induced by the p-adic absolute value is called
the p-adic metric.

e The set of p-adic numbers, denoted Q,, is defined as the analytical completion
of Q with respect to the p-adic metric.

o The set of p-adic integers, denoted Z,, is defined as the analytical completion
of Z with respect to the p-adic metric or, equivalently, as the set of p-adic
numbers z with |z[, < 1.

X

e The set of p-adic units, denoted Z,;, is defined as the set of p-adic integers
that have a multiplicative inverse in Z, or, equivalently, as the set of p-adic
numbers z with |z|, = 1.

o We will use 1, to denote the p-adic Haar measure normalized on Z,, i.e., the
unique translation invariant Borel measure on Q, with 1,(Z,) = 1.

Just like the unit interval is equal to the set of real numbers "7 a,p™" in
the usual metric with a,, € {0,...,p— 1} for all n, Z, is equal to the set of p-adic
numbers of the form Y 7 a,p" ! in the p-adic metric with a,, € {0,...,p—1} for
all n. For this reason, it makes sense to think of Z, as a p-adic parallel to the unit
interval, which we will do for the remainder of this chapter.
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The p-adic numbers differ from the real numbers in many ways. Since |al,
can be arbitrarily small among the integers, we are suddenly in the situation that
inequality (2.1) always has infinitely many solutions for each value of n when
Y(n) >0, a € Zy, and | - | is replaced with | - |,. Since this makes the inequality
redundant, we modify it in the spirit of Jarnik [30] and Lutz [41],

< = n = max{|al, b}. (2.3)

Readers familiar with height functions will notice that max{|a|,b} is exactly the
classical height function on the number a/b when a and b are coprime. Inserting
these notions into equation (2.2), we get a p-adic parallel to the Duffin—Schaeffer
set,

BP(¢) :={a € Z, : (2.3) is true for infinitely many a/b € Q}.

Again, a/b is assumed to be in reduced form. This is not the only way to define
a p-adic variant of the Duffin-Schaeffer set, however. When studying A> (1)), it is
convenient to first express it as a limsup set, which is to say, write it as

A*w) = U Ar@) (2.4)

N=1n=N

for a suitable sequence of sets {A>°(¢))}22,. From the definition of A>(¢)), it is
easy to see that this is achieved by taking

Axw) = |J Bua (% Mn))?

n
0<a<n
ged(a,n)=1

where By (x,r) denotes the closed ball in the metric space X with radius r around
the point x. In particular,

Bou (g, w<n)) _ [a - ¢(n)’ a+ w(n)} 0,1

n n

which has a p-adic variant in the form of

BZP(%,@) - {a €7,

Based on this, Haynes [27] defined a different p-adic Duffin-Schaeffer set to B? (1)),

a
o — —

n n

SM},

p

A) = () U Aw),

N=1n=N
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where

aw= U ma(500)

ged(a,n)=1
He preferred this variant since it — unlike BP(1)) — always has a measure of 0 or 1
(see [27] for a proof), and he proposed the following conjecture.

Conjecture 2.7 (Haynes, 2010). Let p be a prime number, and let 1p : N — Rs.
Then

Ldf 3200 (AR (Y)) = oo,
0 if 3oty mp(AL(Y)) < oo

Among other interesting results in [27], Haynes proved that a certain strength-
ening of Conjecture 2.3 would imply Conjecture 2.7. In 2023, Kristensen and the
current author [34] combined this with a modification of the proof of Theorem 2.5
by Koukoulopoulos and Maynard to settle the conjecture.

pp(AP () = {

Theorem 2.8 (Kristensen-Laursen, 2023). Conjecture 2.7 is true.

The same paper also provided a few theorems regarding 11, (B”(¢))), one of these
being the below result, which considers the spectrum of values that p,(BP(v))
attains when we allow 1 : N = R to vary. To ease notation, let us write

Swi= | {m(B W)Y,

P:N-R>

Going forward, this definition will also be used where BP is replaced by other
labels X such that X (1)) denotes a set inspired by the Khintchine set or the
Duffin—Schaeffer set, writing p. = A for p = oo. This way, Theorem 2.4 may
be rephrased as Sy~ = {0,1}. In the following theorem and for the rest of this
chapter, we use the notation of a + bX = {a + bx : © € X} when a,b € Y and
X CY for some set of numbers Y. The theorem also uses the following definition
of Cantor sets, which is taken from [43].

Definition 2.9. Let x € (0,1/2), write I; = [0, 1], and consider the following
iterative process. At step n for n € Ny, we will have a list of intervals I,, 1, ..., I), o,
each of which is of length z”. We then remove the middle of each I, ;, leaving
behind two closed intervals I,,119;-1(x) and I,,1.2;(2) of length (I, ;) = 2™ to
be used in the next iterative step. Noticing that szl I(z) C U?; I,(x), we
define the Cantor set with parameter z as the limit of this sequence of joined sets,

C(z) = ﬁ U[”J(x) = {icnx" ccp €{0,1 — 2z} for all n € NO} .

n=1j=1 n=0
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This process can, to some extent, also be done for x = 0 or x = 1/2, leading to

the sets C'(0) ={0,1} and C(1/2) = [0, 1].

Theorem 2.10 (Kristensen—Laursen, 2023). Let p be a prime number. Then
p 'Clp " HYu {1} C S C[0,p U {1}

In particular, Sg= = [0,1/2] U {1}.

Remark 2.11. If we were to replace p with co and write B> = A in the conclusion
of this theorem (with the convention co™ = 0), we retrieve the statement of
Theorem 2.4. Hence, the above theorem may be said to hold for p = co as well.

This theorem inspired the following conjecture, based on an optimism towards
having an easily described spectrum and an expectation that when [0, 1] \ Sgs is
an open interval for p = 2 and p = oo (writing B>* = A*), then it is probably
also true for the remaining values of p. Besides, it would be quite the coincidence
if Sgr were to be a mildly modified Cantor set.

Conjecture 2.12 (Kristensen—Laursen, 2023). Sg» = [0,1/p] U {1} for all prime
numbers p.

In Section 2.2, we settle this conjecture by presenting the paper [37] by the
current author, in which Sgr was in fact shown to be a mildly modified Cantor set.

When writing inequality (2.1), we implicitly use the denominator to quantify
the complexity of a rational number, whereas inequality (2.3) uses the maximum of
numerator and denominator to do the same. While each of these ways of measuring
the complexity is meaningful in its respective setting, there are cases where a third
way is preferable. This is, for instance, the case in [4], where Badziahin and
Bugeaud replaced inequalities (2.1) and (2.3) with the multiplicative inequality
< M, n = |abl. (2.5)

‘ a
» n

b

Based on this, they construct what we will call the multiplicative p-adic Duffin—
Schaeffer set,

AP () = {a € Zy : (2.5) is true for infinitely many % € Q}, (2.6)

where we assume a/b to be reduced fractions, same as we did in the definitions
of A*(¢) and BP(¢). Badziahin and Bugeaud then proved a theorem similar to
Conjectures 2.3 and 2.7 but with certain technical restrictions on 1. As a brief
remark, they suggested that these restrictions might not be needed, likely inspired
by the apparent similarities between 2AP(¢)) and either of A*(¢)) and AP(v). If
this suggestion were true, it would imply the following milder conjecture, which
would then correspond to Theorem 2.4.
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Conjecture 2.13 (Badziahin—Bugeaud, 2022). Let p be a prime number. Then
SQ[p - {O, ]_}

This conjecture will also be settled in Section 2.2, where another result from [37]
states that Sgr equals the unit interval.

2.2 Attainable values for 1,(B,) and p,(2,)

In this section, we will consider the main results of the paper [37] by the current
author. Recall Conjecture 2.12 from Section 2.1. It follows from the definition of
BP that

B'(y) = () U (A uck(v)),
N=1n=N
where )
eaw) = B, (2.1,
0<|L(1J<n ’ a "
ged(a,n)=1
Defining

crw) = U,
N=1n=N
the current author settles Conjecture 2.12 in the paper [37] in the form of the
following theorem, which may be considered a shell-wise CP-variant of Theorem
2.4.

Theorem 2.14 (Laursen, 2023). Let p be a prime number, and let b : N — Rxq.
Then

pp(C NP Z) € {0, (p — 1) /p™'}
In particular, Scp = C(p™') and Sgr = p~'C(p~1) U {1}.

Remark 2.15. A reader familiar with the Hausdorff dimension, denoted dimy, will
notice that dimy Sgr = dimy Sep = log2/logp, which fits how dimy Sy~ = 0.
See [43] for a definition of dimg; and a proof that dimy, C(x) = log2/log(z™').

The proof of Theorem 2.14 is inspired by that of [27, Lemma 1] and uses many
of the same ideas. Part of this involves p-adic variants of classical results regarding
the Lebesgue measure.

Expecting that the remaining results of [27] may also be altered to work for
CP () Np*Z> instead of AP(v)), the current author proposes a conjecture equivalent
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to the following at the end of [37]. In the conjecture and for the rest of this section,
we write

rk(¢) = inf {k € Ng : ¢(n) > pn for infinitely many n € kap},
with the convention that inf () = oc.

Conjecture 2.16 (Laursen, 2023). Let p be a prime number, let ¢ : N — Rsq, and
let k € No. If k < k(v), then

(0 =D/ if 3, =k ¥ (n)p(n) /n = o0,

pp(CP () NP*Zy) = {0 if 2o, m=k ¥ (M)p(n)/n < co.

This conjecture is to be seen in the context of the below theorem, which follows
immediately from Theorem 2.8 and the fact that BP (1)) = AP(1))UCP(1)). Together,
the conjecture (if proven true) and the theorem provide a formula for deciding

11p(CP () and p,(BP(¢)) for any ¢ : N — Rq.

Theorem 2.17 (Laursen, 2023). Let p be a prime number, and let p : N — Rxq.

Then
k()—1
pp(CP(1)) = p~ " 4 3" (CP(y) N p L)
n=0
and
1 if Zyp(n):() Y(n)p(n)/n = oo,

B {upwp(w» i w0 U0 (0) /0 < 0.

Now recall Conjecture 2.13 from Section 2.1. A similar conjecture could likewise
be posed for the set

RP(¢) :=={a € Z, : (2.5) holds for infinitely many (a,b) € Z x N}, (2.7)

which is inspired by the Khintchine set. By writing | - |0 = | - |, Zoo = [0,1], and
Hoo = A, equations (2.6) and (2.7) give notions of multiplicative Duffin-Schaeffer
sets and multiplicative Khintchine sets, respectively, over the real numbers.

Conjecture 2.13 is then disproven for both 2”(¢)) and 8”(¢)), whether p is a
prime number or oo, by the following result from [37].

Theorem 2.18 (Laursen, 2023). Let p be a prime number or oo, and let x € [0, 1].
Then an approzimation function ¢ : N — Rsq can be constructed such that
tp(RP (1)) = pp(AP(W)) = x. In particular, Syp = Sgr = [0, 1].
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Remark 2.19. There are also ¢ : N — Rxq with p,(R?(¢)) # p,(AP(¢)). When p
is a prime, this happens for the function ¢ : N — R, that Haynes [27] used to
prove Spr # {0,1}. This 1 is defined by ¥(n) = n/p when p | n and ¥(n) = 0
when p { n. It then follows that 8(¢)) = Z, and AP(¢) = pZ,, so that

(R (Y) = 1> 1/p = 1, (AP (¢)).

While this theorem is relatively easy to prove for p = oo, it is much more
difficult when p is a prime number. In the presented proof, the prime numbers are
divided into 5 families: The primes p > 5 congruent to 1 modulo 4, the primes
p > 5 congruent to 3 modulo 4, the prime 2, the prime 3, and finally the prime
5. Given a number z € [0,1], ¥ : N — Ry is constructed through a method that
draws inspiration from the proof of Theorem 2.10 in [34] but is much more involved
and depends on which of the 5 families the considered prime number belongs to.
Of the three prime numbers that requires individual attention, the prime 2 was
the easiest to handle while the prime 5 was the most difficult.

2.2.1 Paper 7: Attainable measures for certain types of p-adic
Duffin—Schaeffer sets

Below, the reader will find the paper [37], which has the current author as its
sole author. It was published in Mathematica Scandinavica in 2023 and is avail-
able through the link https://doi.org/10.7146/math.scand.a-139832. It has
a length of 29 pages, numbered 452 through 480.

While the published version of the paper is not currently available on the
webpage of Mathematica Scandinavica without a subscription, it will be so in
the year 2028, 5 years after its publication. The preprint is also available on
arXiv through the link https://arxiv.org/abs/2212.03619 or by using its arXiv
identifyier 2212.03619, though without the formatting of Mathematica Scand-
inavica and with some minor typing errors.

Below, the reader will find the published version of the paper, which the journal
has kindly allowed the current author to include in this thesis.
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ATTAINABLE MEASURES FOR CERTAIN TYPES OF
p-ADIC DUFFIN-SCHAEFFER SETS

MATHIAS L. LAURSEN

Abstract

This paper settles recent conjectures concerning the p-adic Haar measure applied to a family of
sets defined in terms of Diophantine approximation. This is done by determining the spectrum of
measure values for each family and seeing that this contradicts the corresponding conjectures.

1. Introduction

In Diophantine approximation, we are often interested in determining when a
given number o € [0, 1] has infinitely many solutions to inequalities of the
form
a n
‘a__‘< v ( )’ (1.1)

n n

for some chosen function ¥: N — R-. In 1924, Khintchine [7] gave one of
the first metric results regarding this inequality, as stated below.

THEOREM (Khintchine). Let ¥: N — Rso and write
K ) = {a € [0, 1] : (1.1) holds for infinitely many (a, n) € Z x N}.

If Yr (n) is monotonic, then J¢ () has Lebesgue measure 1 if Zzozl Y(n) = o0
and has Lebesgue measure 0 otherwise.

Later, Duffin and Schaeffer [3] tried to remove the monotonicity condition
and found a counterexample, which lead them to suppose that it would be more
natural to consider the set

() = {a €0, 1] : (1.1) holds for infinitely many ¢ € Q}, (1.2)

where the fractions a/n are assumed to be reduced, i.e. gcd(a, n) = 1. They
then famously conjectured the below theorem, which was only proven a couple
of years ago by Koukoulopoulos and Maynard [8].

Received 7 December 2022, in final form 21 June 2023. Accepted 21 June 2023.
DOIL: https://doi.org/10.7146/math.scand.a-139832
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THEOREM (Duffin-Schaeffer). Let ¥: N — R>¢. Then

0 #Y w(nlwn) .
o ()| = "

DAL
n=1

Here and throughout this paper, ¢ denotes the Euler totient function. Named
after the conjecture, we will refer to ./ (1) as the (real) Duffin-Schaeffer set.
In handling the conjecture, one usually writes it as a lim-sup set &/ () =
lim sup,_, ., %, () where

gy = | BR(“ ‘”(”))m[o,u.

K]
1<azn n n
ged(a,n)=1

We use Byx(x,r) to denote the closed ball of radius r around the point x in
metric space X when r > 0, and the singleton {x} when r = 0.

Before the conjecture was settled, Haynes [5] proposed a p-adic variant of
the conjecture in terms of the p-adic Haar measure ), with 1,(Z,) = 1 and
a p-adic Duffin-Schaeffer set, &/”. To this end, he first translated .27, into

apn = U B (5 0)ng,

n n
la|<n

gcd(a,n)=1

and then defined .&/” as the limsup set of .« (). From this, Haynes phrased
a p-adic Duffin-Schaeffer conjecture for the set 2/” (). One of the main res-
ults of Haynes’ paper was that if a certain ‘quasi-independentness on average’
criterion, closely related to the real Duffin-Schaeffer conjecture, were to hold,
then his conjecture would follow. In [9], Kristensen and Laursen modified ar-
guments from [8] to prove this ‘quasi-independentness on average’ for relevant
Y, thus settling the conjecture in the affirmative, so we may now state it as a
theorem.

THEOREM ( p-adic Duffin-Schaeffer). We have

0 if D up(AP () < oo
wp (P (Y1) = 1 "
Lif Y up (A () = oo.

n=1
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However, the set &/” () is not the only natural choice for a p-adic variant
of o/ (), as one might instead start from equation (1.2) when translating the
question to a p-adic context. For this, we first need a translation of inequality
(1.1). Following Jarnik [6] and Lutz [10], this should be

< Y(max{jal. n[})

n ’p —  max{|al|, |n|}

-2 (1.3)
By fixing max{|a|, |n|}, we limit both the numerator and the denominator. If
we, as is done in the real case, merely compared based on n, the inequality
would trivially have infinitely many answers a € Z for any x € Z, whenever
Y (n) > 0, as the fractions a/n would be dense in the ball of radius |”|;1
around the origin, by virtue of Z being dense in Z,,. If we impose the condition
that a/n be a reduced fraction, the argument becomes slightly more obscure,
but the fractions would still be dense in Z” when gcd(a, n) = 1 — just add the
proper multiple of a sufficiently large power of p to a when ged(a, n) > 1.
We then define the alternative p-adic Duffin-Schaeffer set as

B (Y) = {a € Z, : (1.3) holds for infinitely many ¢ € Q}.

This set was also briefly considered by Haynes [S], who showed that this
set allowed for u, (%A (¥)) # 0, 1, by explicitly constructing a v such that
the measure was p~'. Kristensen and Laursen [9] revisited the set and found
an uncountable collection of possible values for w, (%" (y)) when ¥ varies.
For p = 2, they found that the possible values were exactly those in the set
[0, 1/2]U{1} and conjectured that the set of possible values would be [0, 1/p]U
{1} for p > 2. The first main result of this paper rejects this conjecture by
proving that the spectrum of possible values of ., (%7 (1)) is in fact limited to
those already found in [9]. As noted in that paper, this means that the spectrum
becomes a Lebesgue-null set of Hausdorff dimension log 2 /log p.
Furthermore, a new paper by Badziahin and Bugeaud [1] introduces another
Duffin-Schaeffer-like set of p-adic numbers, which we will denote by 2'” ().
The definition of this set is related to that of %7 (y/) where inequality (1.3) is

replaced b
RS o 4] < ¥t
blp lab| ’

(1.4)

so that 2’ (1) becomes
AP () = {a € Z, : (1.4) holds for infinitely many 4 € Q}.

This set is not quite a generalisation of the original Duffin-Schaeffer set, but
it appears to be of a similar nature. In their paper, Badziahin and Bugeaud
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prove a theorem inspired by the above theorem due to Khintchine and by
the Duffin-Schaeffer Theorem. Akin to Khintchine, they achieve their result
by imposing certain restrictions on the approximation function v, including
some weak growth restrictions. After stating the theorem, they suggest that
it may hold with these restrictions weakened or perhaps even removed. We
will in this paper show that said restrictions cannot be removed entirely as the
spectrum of values attainable by (AP () is the entire unit interval when
Y is allowed to be any function onto Rx.

2. Main results

For ease of notation, we will suppress ¥ when talking about the various Duffin-
Schaeffer-inspired sets in the cases where there is no ambiguity towards the
underlying .

The most obvious reason for the difference between .&/” and %7 is that
/P only allows fractions where the numerator is bounded by the denominator
while 27 allows numerators of any size relative to the denominator. As such, it
appears natural to consider what happens with the remaining fractions, where
the numerator is greater than the denominator. This leads to a third p-adic
Duffin-Schaeffer set, €7, which we define as the limsup set of sets €r given

by
a= U m(ot)0,

a n
la|<n
ged(a,n)=1

forn > 1, and %lp = ) for n = 1. It is then easy to see that %7 is the limsup
set of B} := <! U €Y. By Dirichlet’s pigeonhole principle, we then get

RBP = AP UEP. (2.1)
If ptnand p | a, then |n/al, > 1,sothat B(n/a, ¥ (n)/n)NZ, = P unless

Y (n)/n = lal;' > 1, in which case € = 7, = B(n/1,v%(n)/n) N Z,. By
this realization, we may instead write

= U 5o (552)nz,

a n

la|<n
ged(a, pn)=1

Note that this is also applicable for n = 1, as the union is empty in that case.
We will therefore use this as the de facto definition of €/ () going forward.

We are now ready to state the first main result of this paper, which determines
the spectra of values for 1, (€7) and u,(%?), respectively.
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THEOREM 2.1. Let x € [0, 1]. There exists a function ¥:N — Rsq such
that 1,(€7 (Y)) = x if, and only if, x is of the form

o
X = Zxk(p — l)p_k_l, xr € {0, 1} Yk € Ny.
k=0

There exists a function : N — Rxq such that u,(B? (¥)) = x if and only if,
x =1 or x is of the form

0.¢]
X = Zxk(p —Dp 1 x €{0,1} Vk e N.
k=1

We now turn our attention towards the set 2'? from [1]. In order to have
notation more in line with the Duffin-Schaeffer sets &/ and %7, we alter in-

equality (1.4) slightly, a v (|lab))
— 2 <
‘ b ‘p = lab|

(2.2)

which leads to a set
AP () = {a € Z, : (2.2) holds for infinitely many § € Q}.

To see that this set will have the same spectrum of measures as 2'”, define v’
by

) py(n) if ¥ (n) =n/p* for some k € Z,
¥ = .
Y(n) otherwise.
Note that a
=2, =0
nip

has at most 1 solution a/n € Q for any given «, and so the collection of n
with ¥ (n) = 0 contributes to neither A”(yr) nor A'?(y'). For ¥ (n) > 0,
inequality (1.4) with v’ is equivalent to inequality (2.2) with . It thus follows
that A” (v) = AP (Y'). Since there is an obvious bijection between v and ',
? and A’ have the same spectrum of measures.

We will also consider a Khintchine-like variant of the set, defined as

7 () = {a € Z, : (2.2) holds for infinitely many (a, b) € (Z\ {0}) x N}.

By taking Z o, Qno, | ‘|00, and o tomean [0, 1], R, |-|, and the Lebesque meas-
ure, respectively, we define related sets over the real numbers when allowing
p = oo.
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As s the case for the ‘proper’ Duffin-Schaeffer sets, we will want to write 2”
and &7 as the limsup set of sets 5 and &7, respectively. Write Bg, (a, r) =

Bq,(a,r)UBq,(—a,r)andn = [T po (n)

i=1 Pi
of distinct prime divisors of n. By defining

P (Y) = UBQP <:|: a M) nz,,

n/a’ n

, where w (n) denotes the number

aln

W)= |J Bog, (i
{0,1}

Aly..., Ay(n) €

vpi(n)
a1 Pi w<n>) e,

Vp; (n)’ n
1_[611':0 pl

we immediately achieve

{7 = lim sup &7, AP = lim sup A7
n—o00 n—oo
It so happens that the spectra of values for [2°°| and |§t*°| are surprisingly
easy to settle while the spectra of values for w1, (%?) and p, (7)) when p < oo
require significantly more care. However, the spectra are nonetheless inde-
pendent of p as they always take up the entire unit interval as seen by the
below theorem. We will prove the easy case of p = oo immediately and save
p < oo for Section 5. That section will be independent of Sections 3 and 4.

THEOREM 2.2. Let p be a prime or p = 0o, and let x € [0, 1]. Then there
exists a Y: N — R such that p, (AP () = np, ({7 () = x.

PROOF FOR p = co. Letx € [0, 1] and define ¥: N — R by

nx if n is a prime,

o= |

0 otherwise.

Since ¥ is supported on the primes, we immediately have that 2> = §>°. We
are thus left with showing that [?(*°| = x. Upon applying the Borel-Cantelli
Lemma, this follows by a brief calculation, where we use g to denote primes:

A% =

lim sup U Br(e1g®, x) N[0, 1]

170 ¢ ere{—1,1}

_ }ﬁm supl0, x + q_l]‘ — x.

q—00
This completes the proof

Note that %A% (¥) € &% (y) will hold with strict inclusion for all small
enough v, so we should not expect equality between 1, (A”) and w, (&) in
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general. In fact, if we in the above proof had taken

nx if n is the square of a prime,

U(n) = {

0  otherwise,

we would still find |*°| = x while |¥*°| = min{2x, 1} as &7 now also accepts
infinitely many copies of 1 = ¢g/q as approximants and thereby includes the
interval [1 — x, 1] in §°.

3. Some p-adic measure theory

In this section, we will present a series of general measure theoretical results
that will be used for the proof of Theorem 2.1. Except for Lemma 3.5, these
results all appear to have been applied to some extent in [5], even though
only Lemma 3.2 was formally stated. All results are to be applied in proving
Proposition 4.2, which will be introduced in Section 4 and plays a central role
in proving the ‘only if” parts of Theorem 2.1.

Note that each non-negative real number x € R has a canonical base p
expansion of the form

o0
x= ap™,
n=N
where a, € {0,...,p — 1}, iminfa, < p—1,and N € Z-( is maximal

possible. Throughout this paper, the function ¢,: R~y — Q,, denotes the asso-

ciated map

o0 0.¢)

X = Zanp_" = 1, (x) = Zanp”.
n=N n=N

This function is measure preserving in that A(A) = pu,(1,(A)) for any meas-
urable subset A C R.

LeEmMMA 3.1. The preimage map L;I maps balls B € Q,, to half-open inter-
vals in R of length pju,(B). In particular, 1, is measurable, and the associated
push-forward measure on the Lebesgue measure, iy, is equal to pji,.

Proor. Notice that

L;l(zp) = {mep_m eR:b,€{0,...,p—1}, liminfb,, < p — 1}

m=0

= [0, p).
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Let B be a ball in Z,, and write B = Zn]‘f:_()l b, p™" + pMZp for some M € Ny
and by, ..., by—_1 € {0, ..., p — 1}. We then have

M—1

M—1
LN (B) =1 (Z bmp’") +p M Zy) =) bup™" 410, p'M),
m=0 m=0

which proves the first part of the lemma. Since the Borel algebra of 7, is
generated by the collection of balls in Z,,, and the intervals are contained in the
Borel algebra of R, ¢, is a measurable function, and the push-forward ¢, is
a Borel-measure on Q,. From the above equation, we notice in particular that

for all balls B in Q,, (B) (B)
Lp# = PlUp .

Since all balls have finite measure, and the collection of the empty set and all
balls in Q, is preserved under pairwise intersection and generates the Borel
algebra of Q,, this implies that ¢, = pu,, by the Uniqueness of Measures
Theorem, and the proof is complete.

The alternative definition of ,, provided by the above lemma gives a tool to
translate measure theoretic results regarding R into measure theoretic results
regarding Q,,. It appears that Haynes may have used this alternative definition
in [5], though it was not explicitly stated. One result that very easily translates
using ¢, is the below lemma from [4], which is a modification of a lemma from

[2].
LEMMA 3.2. Let {I,},en be a sequence of real intervals with A(l,) —> 0,
n—oo

and let {U, },en be a sequence of measurable sets such that

for some fixed 0 < ¢ < 1. Then |limsup,_, ., U,| = [limsup, _, ., I,

COROLLARY 3.3. Let { B, },en be a sequence of p-adic balls with the property
wp(By) —> 0. Suppose {U,},en is a sequence of measurable sets such that,
n—oo

for some
Un g Bn» :u’p(Un) Z 8/-’L]7(Bn) V”l € N»

for some fixed 0 < ¢ < 1. Then pu,(limsup,_, . U,) = p,(limsup,_, ., B,).

PrOOF. Applying pu, = 1,4 by Lemma 3.1, we have

0
pip(limsup Uy,) = ‘El(ﬂ U U)‘ = ‘;I(U U)'
n—o0 N=1n>N N=oo n>N
= |lim supL;I(U,,) .

n—oo
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By repeating the process for B,, the statement follows by Lemma 3.2, and the
proof is complete.

Another relevant result that may be derived using ¢, is a p-adic version of
the Lebesgue Density Theorem, as presented below.

LEMMA 3.4 (Lebesgue Density Theorem for Q,). Let A be a measurable
subset of Q,, such that j1,(A) > 0. Then A contains a point of density I, which
is to say that there exists a € A such that if {By}yen is a sequence of balls
By 2 a of radius r(By) Mj;o 0, then

Mp(A N BM)
Mp(BM) M— 00

Proor. By Lemma 3.1, we have pu, = ¢,#. Thus A= L;1 (A) has positive
Lebesgue measure, which means that it must contain a point x € A of density 1,

by the Lebesgue Density Theorem. Puta = ¢, (x), and let { B} be a collection

of balls around a in Q,, of radius r(By) M—> 0.
—00

Let ¢ > 0, and put By, = t,'(By). Since ¢! maps balls to half-open
intervals of length pup(BM) by Lemma 3.1, and we must have By > x, it

follows that |A N By| > 0, as x is of density 1 in A. Using once more that
B is an interval, this allows us to pick open intervals I 2 By such that
|ANIy| < pflA N By| and |Iy| < 2|By|. Hence,

wp(ANBy) _ |ANByl _ p~|AN Iy
wp(Bar) Byl [Ty

(3.1)

As Iy > x, write Iy = (x — sy, x + tyy) with sy, 1y > 0 and put uy =
max{sy, ty}. Then

. 1A N Iy . AN (x — up, x +up)| — (upr — sp) — (upg — tag)

- Iyl T Sm+ty
B ATRY, |Aﬂ(x—uM,x—|—uM)| ATRY, L1
Cosytty (o —up, x4 uy)l S+ 1ty '

Since x is of density 1, and we have

um < 2lIu| < 4Byl =4p u,(Bu) — 0,

the squeezing lemma then implies that AN Iyl/lIy]l = 1as M — oo.
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Combined with equation (3.1), this means that

p— 9

lim inf
M— o0 Mp(BM)

and the lemma follows by letting ¢ tend to 0.

We will also use the below lemma, which relies on elementary algebra and
then the Uniqueness of Measures Theorem. This does not use ¢,,.

LEMMA 3.5. Let f:Z; — Z, denote the map x +— 1/x. Then f maps
balls in Z; to balls of the same measure in Z;. In particular, f preserves
restricted 10 Z ;.

PrOOF. This is a simple calculation.

4. Proof of Theorem 2.1

To prove Theorem 2.1, we will use two propositions. The first one puts w1, (%7)
equal to p,(?) or u,(€7), depending on a divergence criterion, and splits
€? into smaller pieces to be dealt with individually.

In the proof and for the rest of this paper, we will use LI to denote the disjoint
union of sets.

PROPOSITION 4.1. Let [ be the minimal k € Ny such that y (n)/n > p~* for

infinitely many n € p*N, if such a k exists. Otherwise, put | = oo and write
p~ > =0.Then

up(t?) = 1 UCZM:W’

pin

BP) = 4 4.1
S o O @b
Mp((g ) lfz . < 00,
pin
up(€P) =p~ + > wp (€7 N prTy). (4.2)
0<k<l
Furthermore, ifk <1, then €7 N p*Z = limsup, (,)_; Ey.

PrROOF. We start by proving equation (4.1). If Zp’[n W = 00, thisis [9,

Theorem 2], sosupposenot. Then Y, 11, () < 00. 13"\ wp () = oo,
then we must have ¥ (n) > pn infinitely often, and so the definitions imply
By 2 61 2 Bq,(n/1,p)NZ, = Z, for these n when n > 1. Hence,
B =€ =1, 1ty , pp(y) < oo, then the Borel-Cantelli Lemma
implies u,(?) = 0, and the statement follows by equation (2.1).



462 M. L. LAURSEN

Moving on to equation (4.2), notice that

€ =@ npz,yu | | € npzy,
0<k<l

with the convention of p* = 0 (as an element of Z,) in the case of / = oo.
Equation (4.2) is then equivalent to u, (%7 N p! Z,) = pl.If | = oo, this is
trivial, so suppose [ < 0o. Leta € p'Z,. By definition of /, there are infinitely
many n € p'N with ¥ (n) > p~'n. For these n, |a — n/ll, < p~t<ym)/n,
andso« € €. Hence, €7 2 p'Z,,implying 1,(6?Np'Z,) = p' as claimed.
As for the final part of the statement, this is vacuous if [ = 0, so suppose
I >0andlet0 < j < k < [. Then ¥(n)/n < p~/ for all but finitely many
ne€ p/N.Ifv,(n) = j, then @ € €, would imply
n n

aly = |a— =+ =

‘ —j
alp

= p y
for some |a| < n with gcd(a, pn) = 1 when n is sufficiently large, so that

lim sup €r C pJZ;.
Vp(n)zj

If v,(n) > k, we would instead find

n
la|, < max{)a - -
a

n
—k
"_‘}<p ’
p lalp

for some |a| < n with gcd(a, pn) = 1 when n is sufficiently large, so that

limsup €7 C pk+] Z,.

vp(n)>k

By the pigeon-hole principle, the proposition is proven upon calculating

k
€’ N ka; = (lim sup €F N ka;) U Ulim sup(gf N ka;
v, (n)>k =0 vp(n)=j

= limsup €’
vp(n)=k

The other proposition leading to Theorem 2.1 is a bit more involved and
may be thought of as a shell-wise zero-full law for 7. This relates to, and is
inspired by, the zero-one laws || € {0, 1} [4] and u, (") € {0, 1} [5].

PROPOSITION 4.2. Let k € No. Then ju,(67 N p*7%) € {0, (p — 1)/ p**'}.
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The proof of this proposition follows the same overall structure as the proof
of the 0-1 law in [5], with some modifications. In that light, it is perhaps not
surprising that we will need the below lemma, which corresponds to the less
trivial part of [5, Lemma 2]. We will here continue to use w(n) to denote the
number of prime divisors of . The proof of the lemma will apply the M+Abius
function u, which is defined as u(d) = (—1)°® when d is square free, and
u(d) = 0 otherwise. In this context, the following three facts, which can be
found in [11], will be applied without proof.

g — 1 ifd=1, 13
dzh;“() {O £ (4.3)
3w = ¢, (4.4)
d|n d
‘z’;”) —TJa-a™. 4.5)
qln

LEMMA 4.3. Ifn > 1 and ¥ (n) > 4°", then €} O p”P(”)Zlf.

PROOF. Putk =v,(n), and leta € ka;. Thenn/a € Z, and we write
n o
— =Y "bup". bne{0.....p—1}Vm e Ny, by # 0.
o
m=0

If Y (n) > n/p*, then clearly o € € since |n|, = |a|, = p~* implies |a —
%}p < p~*, so suppose not. Pick N € Z such that y(n)/n € [p~V, p~N*1).
Note that N > k. Our job of proving o € % then reduces to finding an a with
la| < n and ged(a, pn) = 1 such that v,(« —n/a) > N.Asv,(a) = k and
p 1 a, the latter part is equivalent to v,(a — n/a) > N — k. The proof is then
complete if we find an a with |a| < n and ged(a, pn) = 1 such that

n 00 N—k—1 00
a=—+ Z Cmpm = Z bmpm+ Z (bm+cm)pm’
o m=N—k m=0 m=N—k

with ¢,, € {0,... p — 1} for all m. Write b = YN 47" b, p™. Since p { b as
by #0and N > k, all elements of the set

A={a€Z: |a|l <n,ged(a,n) =1,a =bmod p¥*}
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satisfy these criteria, and so we are done if we can show that #4 > 0. By
equation (4.3), we have

#A= ) ) wd=) Y u@

la|<n d|gcd(a,n) d|n la|<n, d|a
a=b mod pN ptd a=b mod pVN*
= E u(d) E 1.
d\n/ p* ll|<n/d

I=bd~" mod pN—*k
To simplify notation, let i = n/p*. For each d | 71, pick x; € Z such that

= bd~' mod pN_k, and let k; denote the difference #((—n/d,n/d) N
(xqg + pV*72)) — 2n/(pV~*d). Then

#A=d ud) Y 1—Zu<d>(w )

d|i [l|l<n/d
lexg+pN*z
2pk 7 N %
= VT 2 M) g+ D ke = 2p7 pHo) £ ) n(dka
d|ii d\i dln
> 2pt )ab(n) + ) wdka,

d|n

where the final equality and the inequality follow from equation (4.4) and the
choices of N and k, respectively. Notice that |k;| < 1, which combined with
the assumption that ¥ (n) > 4™ implies

w(n)

#A > 2pt

¢n) — Y lu(d) =2p k‘“ ) yow) _ poti

d|n
By equation (4.5), we have

2_4“’(”) =2 4(1 — hy > 2 2 = 2“’(”) 1’
" | | ( q )= | |

qin qln
g prime q prime

and so #A > 2°™ = 0. We conclude o € €/ and thus €7 D ka;j, and the
proof is complete.

We will also need the below lemma, which is essentially a specialisation of
Corollary 3.3 in the context of €7.
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LEMMA 4.4. Let k € Ny, and suppose supp(yy) C p*N \ p**!N. Then
wp (€7 (xy) N ka;) = u,(€¢r(¥)N ka;)for all x > 0.

PrOOE. There is nothing to prove if x = 1 or if ¥ (n) > 0O for only finitely
many 7, so suppose neither is the case. By replacing ¢ with ' = x and
x by x’ = 1/x if necessary, we may assume without loss of generality that
x € (0,1). If xyy(n) > 4°%™ infinitely often, then Lemma 4.3 implies that
€P (), €P(xyr) D ka;, so suppose not. Then, for n sufficiently large,

n 4o ®) Alogs(n)
Y <x! < 16x7! — 0.
n n n n— 00

Since u p(%f7 (¢)) = 0 when ¢ (n) = 0, we have by the Borel-Cantelli Lemma

that
o (€7 ) = iy (lim sup €7 (1)),
Y (n)>0

wp (€7 (xy)) = (1%)83&3 ‘g,f’(xw))

Notice that for ¥ (n) > 0, €/ (y) is a finite union of proper balls B, , ...,
B;,, -1 of radius ¥ (n)/n —> 0, and that each ball B; ., ; is matched one-to-
n—oo

one by a ball U;, . ; from €, (xv) satisfying
X
Ui+j & Biytjs - BpWUiyj) 2 ;Mp(Bin+j)-

From Corollary 3.3, it follows that w,(¢”(xy)) = u,(€”(y)). This com-
pletes the proof since clearly €7 (xvy) C €7 ().

We are now ready to complete the proof of the shell-wise p-adic zero-full
law. The remaining part of the proof is where it differs the most from the proof
of the 0-1 law in [5], though it still follows the same overall idea.

PrROOF OF PrOPOSITION 4.2. Let [ be defined as in Proposition 4.1. If
k > [, then [ < oo, and it follows from the proof of that proposition that
CP(y) D plZp D pk Z[f , and we are done, so suppose k > [. We then have that
E€r ()N ka; = limsup, )« %! (v), and we may hence assume, without
loss of generality, that supp(/) € p*N \ p**'N. Following the arguments
in the proof of Lemma 4.4, limsup, , ¥ (n)/n > 0 would likewise imply
Er(y) D ka[f, so suppose lim sup,_, ., ¥ (n)/n = 0. We then have, for any
fixed j, that

¥ (n)

n

< p~/ foralln > N;, for some N; € N.
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Lett;:Z; — Z; and 15: ka;j — ka;; be given by

D buwap" ifb #£0,
nub)=4""

(0,¢]
L+ D buip™ ifby =0,
m=0

0 (p*b) = p*/Ti(b),

forb =3 " o bnp™ €Z;.For K > 2and b = S K b, p™ € 7%, note that

m=0

K-2
n(b+p*2,) =1b) + ) bup" +p 72, (4.6)

m=1

Thus, 7; maps balls of centre b and radius p~X to balls of centre 7;(b) and
radius p'~X when K > 2. This makes any restriction of 7; to a ball in zx
of radius at most p~2 into a homeomorphism onto its image as it is clearly a
bijection under such a restriction. By Lemma 3.5, these properties extend to a
restriction of 7, when replacing K by M > k + 2. Let B be a ball of radius
at most p‘k_z. The inverse of 1, restricted to B, 1, |§l 1s thus measurable and
has a push-forward measure, (t2|gl)#u, satisfying

(T2l 5D (B) = wp(r2(B)) = piup(B),
forallballs B C 7,(B). By the proof of Lemma 3.1, this means that (rzlgl)#ﬂ =

Dlhp, 1.€.,
Up(12(A)) = puy(A), 4.7)

for all Borel subsets A C B.
Leta € €7 (y) N ka; and write

0
o ::a/pk:Zampm eZ;, a €{0,...,p—1}

m=0

Let n € N such that « € €/ (y). Since lim,_.o ¥ (n)/n = 0, we have
V¥ (n)/n < p~*=2 for n large enough. By the assumption on the support of 1,
we may write n = p*n’ for some n’ € N\ pN and pick some |a| < |n| with
gcd(a, pn) = 1 such that

-t <

’ ) _ n
InNoa —al,=|——a
o alp n

p
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Ifa; #0,puta’ = (a — apn’)/p. Then

n , ) ) a — agn’ n'(o —ag) — (a —aopn’)
— =nn@)————| =
(@) P P p P
v (n)
=p|n/0/—a|p SPkH n )
— apn’ al+ (p— Dn
O L RV L
p p
., a—apn’  a— (ag+ pa))n’ .
a = = +an'.
p p

Since p? | a — a/n’, we have p | (a — (ao + pay)n’)/p € Z. From the last
equation, we can thus deduce that gcd(a’, pn) = ged(a’, pn) = 1, as ptan’
and gcd(a, n’) = 1. Combined with the other two equations, we conclude that
(o) € €' (py).Ifa; = 0, weputa’ = (a+(p—ag)n’)/ p and reach the same
conclusion, based on similar calculations. Hence, 7, (67 (y)) C €7 (py). By
induction, we then have

o (@7 (W) € €7 (ply), (4.8)

for all j € N, where tzj denotes the composition of j copies of 1.
If w,(€7()) = 0, we are done, so suppose that u,(¢”(¥)) > 0. Then
Lemma 3.4 implies that €7 (1) contains a point « of density 1, i.e.,

pp (€7 (Y) N By (a))
tp (B (o)) M—o00

b

where we use By (o) as short-hand notation of the ball Bq, («, P M)y =a+
pMZ,. Lete > 0 and pick M > k + 2 such that

1p(€P () N By (@) = (1 —&)p,(Bu(@) = (1 —e)p~™.

Pick x = p* Y M M1, p™ € N such that By(x) = By(a). Put A =

m=0

tzM_k_l (€7 N By (x)). By Lemma 4.4, equation (4.6), and inclusion (4.8), we
have
1y (€7 () N pTy) = 1,y (€7 (p™ ") N ')
> wp (K@ (Y) N By (x))) = pp(12(A)).  (4.9)

Let x = tzM_k_l(x) and note that ¥ = pk¥, for some %y € {1,..., p — 1}.
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Then
p—1

A S Bin(® = p*| |(Fo+ip+ p7Z,).
i=0
By applying equation (4.7) and then later the above inclusion, we find

p—1
pp(t2(A)) = Z ip(T2(A N Biya (X +ip)))
z=[1) y
=P 1p(AN Bra(E +ip))
i=1
= pitp(A\ Braa (D) = p(pp(A) — p~*72)
> (p = Dup(A)
Meanwhile, an iterative application of equations (4.6) and (4.7) yield

h— 1—e¢
pp(A) = pM 1, (€7 N By (x) = R

so that (%P(w) N ka;) > 5;11 (1 —¢), by inequality (4.9). This completes
the proof.

PROOF OF THEOREM 2.1. We start by the ‘only if” parts. For €7, it follows
by Proposition 4.2 upon noting

€ =@ n{ohul [(8”nprzy).
k=0
As for %7, suppose u,(%7) < 1. By Proposition 4.1, me o)y (n)/n <
00, 1y (BP) = wp(€"), and €7 N Z; = limsup,,, %! . Since

Sy = 3 2ROV

pin pin "

the Borel-Cantelli Lemma implies p, (67 N Z px) = 0, and we are done by the
above consideration of €.

The ‘if” parts of the theorem are already dealt with in the proof of Theorem 3
of [9] (at least for A7), but we will repeat the argument here for clarity,
shortened by means of Proposition 4.1. Let x; € {0, 1} for k € Ny and define
¥:N — Rsg by n

Vvn) = Xup(n)W-
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Let k € Ny, and let ¢ > p be some large prime. If x; = 0, we clearly have
lim sup, () € = ¥.1If, on the other hand, x; = 1, then v(p*q)/(phq) =
p~*1 and so

k
P _ Pq k-
Corg = U BQP( qa P )

lal<prq
ged(a, pFlg)=1

p—1 p—1
q q
> Upk; + pftz, = p* U - + pZ,
a=1 a=1

Since ¢ is a unit modulo p, and since inversion and multiplication by units
only permute the set of units modulo p, this implies that (g;"q D pk Z,. As
there are infinitely many such g, we get 67 D p*Z , - Note that if xo = 1, then
prn ¢ (n)yr(n)/n = oo. By Proposition 4.1, this means that

wp(€) =Y u,(p*Zy) =) x(p—Hp ™,
xp=1 k=0
1 if xo = 1,
Py o0
o (A7) = Y x(p—Dp™" ifxg =0,

k=1

as the value [ from the proposition is clearly infinite. This completes the proof
of Theorem 2.1.

5. Proof of Theorem 2.2 for p < oo

The proof of Theorem 2.2 follows the same main idea as the ‘if” part of The-
orem 2.1, though some details are different. The main difference is that addi-
tional care is needed for the choice of the support. This will rely heavily on
the below theorem due to Dirichlet, which may be found in [11].

DIRICHLET’S THEOREM ON PRIMES. Let a, b € N such that gcd(a, b) = 1.
Then there are infinitely many primes ¢ = a mod b.

To simplify the notation, the symbol £ will be used to implicitly denote the
union of the cases of 4+ and —, respectively, in place of £. We thus write

B(j:ail, r) = B(ail, ryu B(—ail, r)
= B(a,r)UB@ ', r)UB(—a,r) UB(—a"',r).
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Furthermore, we continue using LI to denote the disjoint union of sets. Recall
that we already proved Theorem 2.2 for p = oo in Section 2.

PROOFOF THEOREM 2.2 FOR p < o0. Letx € [0, 1]. If x = 1, the statement
is trivial, so suppose not. We then write x = Y 7~ xi p k=1 where the x; are
chosen such thatliminf;_, o, x; < p—1.Pick K = min{k € Ny : x; < p—1},
and let g € N be such that g+ pZ, generates the multiplicative group Z,,/ pZ,,.
As the rest of the construction will depend on the prime p, we split into four
cases. In the first two cases, which construct i for primes p > 5 according to
their congruency classes modulo 4, we do not put any further restrictions on
the choice of g. In the other two cases, which deal with p =2 and p = 3, 5,
respectively, we will need some further restrictions on g and therefore fix a
specific value, depending on p.

Case1:(5 < p=1mod4). Fora € {0,..., p— 1} and k € Ny, define

[ () ifa < 4,
I, = {1,g’7‘}U{gi:25i5a/4} ifd<a<p—1,
{1,...,p—1} ifa=p—1,
f (0.@]
xk—4Lle + Z xlpk_l ifx, <p—1,
rp = 9 4 "
0 ifxy=p—1.

Since clearly r; € [0, 4], we may write

(0, ]
%k=2bk,ip", bri €{0,1,...,p—1}
i—1

Based on this, we construct i as

fi(q) ifn = p*q, where k < K,
VY(n) =

0 otherwise,
where we use ¢ to denote primes other than p, and

q/p if ¢ = m mod p, where m € I,
. ifg=g+0b'p' modp't!,

— i+1
Jel@) q/p where 1 < b’ <by;,i €N,

0 otherwise.
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Let Kk < K. Then

B, (£¢*'p*, p™*1)  ifg =m mod p, where m € I,
ifg=g+b'p' modp't!,

AP, =1 Bq,(£q*'p*, p~Fi-!
k ‘ Qp( g9 pP-pP ) where | <b' < by;,i € N,

pq

Bq, (+£¢*' p*, 0) otherwise

+q*' + pz, if ¢ = g' mod p, where g’ € I,

ifg=g+b'p' modp't!,

_ ok +1 i+1
= { + Z 5.1
p TPy where 1 < b’ < by ;,i €N, -1
{£q7'}, otherwise,
k- x
Cp Zp.
Ifk < K,then I,, = {1,..., p — 1}, and so we are in the first case for all g,

implying that lim sup,_, ., %[]’j vy = pkz ,» by Dirichlet’s Theorem on primes.
By Dirichlet’s pigeonhole principle, this means that

K1
K2 DA” O lim sup AP = U lim sup %[;q =7,\p*z,. (5.2)
n— koo 400

n=p‘q, k<K

We are thus left to consider 7 N pXZ,, and AP N pXZ,. Since g is prime, and
v(p*q)/(p*q) < p~%', we note, for arbitrary k € Ny,

~ P p k—2j7x%x
fh, cul U U »¥z;. (5.3)
0<j<k/2

Since &}, is finite when v (n) = 0, and X’Sgpk C 7, \ p*'Z, by equation (5.1)

and inclusion (5.3), we have

up7 0 p¥2,) = i, (tim sup 2 1 p¥2, ) =, (lim sup 2, 1 p¥2,).

n— 00 q— 00

Applying inclusion (5.3) and then equation (5.1) once more, we find

(&7 N pXz,) = ,up<lim sup 91qu N pKZp>

q—>00

= ,u,,(lim sup %[ZKqZp) = 1, (AP N p¥z,).

q—>00
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Since x; = p — 1 for 0 < k < K, inclusion (5.2) implies

wp(8P) = pp,(AP) = pup(Z, \ psz) + up<lim sup %I;’Kq>

q—>00

K—1
- Zxkp—k—l 4+ ,up<limsup%[5K )
k=0 =

The theorem hence follows for the current case if we can show that
o0
Mp(lim sup %[[’:Kq) = Zxkp_k_l. (5.4)

Applying Dirichlet’s Theorem on primes on equation (5.1) for k = K, we find

lim sup %Ilf,(q = U (Em®' pX + pXtiz,)
q—00 meIxK

oo bk
i=1b'=1

— |_| (:I:m:l:lpK _|_pK+lzp)

meIxK

(5.5)

oo bk

i=1b'=1

using that (£m7' pX + pX+17,) N (£m5' pX + pX+'Z,) = @ for distinct
mi,my € {g/ :0<j < (p—1)/4}. We clearly also have

(£(g + by pHE pX + pXHHZ ) N (F(g + b5pH)E pX + pXTitlz,) =0,

fori # j or b} # b),. Applying this to the above calculation, we find

Mp(lim sup ?llleq) = Z Mp(:l:milpK + pKHZp)
q4—00 mely,

oo by

+ Y0 (g + B pHE K+ pF T,
=1 b'=1

= p—K< > wpEm™ + p2,)

meIXK

oo bk,
+ YO (g + B P + p’“Zp)).

=1 b'=1

(5.6)
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In order to determine the first sum in equation (5.6), note that

e e T

modulo p.For 1 <i < (p — 1)/4, we have

p—1 p—-1 . p—-1 p—1
< —1 < < +1
4 2 2 2
—1
<3p—<p—1—i<p—1,
4
implying that g’, g=%, —g, —g~" are not congruent modulo p’ for/ > 1. A
similar argument yields 1 = 17! % —1 = —17! and

/4 — _ —(p—1/4 -/4 — —(p—1/4
g(p )/ =—g (p=1)/ ?—é_g(l’ )/ =g (p=1)/

modulo p. Hence, forintegers 1 <i < (p—1)/4,0<b' <p—1,1>1,and
J €1{0,(p—1)/4},

wp(E(g +0'pH* + pt'z,) =4/p", (5.7)
wp (g™ + pZ,) =2/p. '

We are now ready to handle the first sum of (5.6). For xx > 4, we find

Lxk /4]
Z //Lp(:l:m:tl + pzp) — Z Mp(:l:gﬂ:(P—l)/4 + pzp)
mely, i=2

+ pp (1 + pZ,) + (g7 4 p7))
AN 2 2 4

(L 9)+3+3-41%)
—~ r/ p p pL4

For xx < 4, I, = ¥, and so we reach the same conclusion in that case.
Equation (5.6) and the definitions of b,, ;, r,,, and x; then allow us to conclude
equation (5.4) as we see

pp(lim sup ¥ )
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Case 2: (5 < p = 3 mod4). This case closely follows the structure of
Case 1. The main difference is a modification to the definitions of I, and ry,
so that

1 ifa <2,
L= {1}JUlg:2<i<(a+2)/4} if2<a<p-—-1,
L{1,,p—1} lfa:p_la

o
lepk_l if x < 2,
=k
R L xp — 2 .
Y xp —4L y J—z if2<x <p—1,
1=k
[ 0 ifxy =p—1.

Note that all arguments until and including equation (5.7) remain valid, except
that we no longer have an integer j = (p — 1)/4. For xg < 2, the remaining
arguments are unchanged, so suppose xx > 2. Then

L(xx+2)/4]
Z Mp(:l:m:tl + pzp) — Z Mp(:l:gi(P—l)/4 + pzp)
meIxK =2

+ up (1 + pZ,y)

M4 2 4y -2 2

~ p) p p

Applying this and equation (5.7) to equation (5.4), we conclude

(1_ N ) _K<4LXk_2J+2+§:§ 4 )
im su = — —
X 2 ad
—K—1 k— —i
R (E >
p ( 1 +2+; ki P )
—K—1 Xk—z 1 rg
— 4L J LK
p ( s a7 4)
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Case 3: (p = 2). In this case, we will use the same construction as in
Case 1, except that we fix g = 1 and change bk ; such that

r 0
7’( — ;b,{,iz—i.

In terms of /,, the case a = p — 1 is more important than the case a < 4, so
we read the construction as I} = {1} for p = 2. Note that all arguments of the
proof for Case 1 until equation (5.6) remain valid. Since (1 +2)~! =1 4 2
mod 2+, by ; € {0, 1}, and xg = 0, we find

e}
pa(limsup e, ) =275 Y "byipa(£(1+2) +27'7,)

o0
— 27K Y 227 = 2—’(%,
i=1

0 0
— 2—K—1 E xlzK—l — E x12_l_1,
1=K

I=K+1

which completes the proof in this case.

Case 4: (p = 3,5). We use the same construction as in Case 2, except that
we further change r; and v so that

o
X .
xK—2{7KJ+ E xlpK ' ifk =K,

ry = I=K+2
Xk .
xk—2L3J ifk K,
filg) ifn=prq k<K~+1,
Y(n) = {
0 otherwise.

The value of g will also be fixed, depending on p. Note that the arguments
of Case 2 (which follows the arguments of Case 1) remain valid all the way
to inclusion (5.3) and that equation (5.1) now also holds for k = K + 1. By
following the same argument as in Case 1, we find

wp (87N pXz,) = 1,y (lim sup(@i,(q U “@Zl”lq) N pKZp)
g— 0



476 M. L. LAURSEN

By inclusion (5.3), it then follows that

Mp(@p N pKZp) = Up <lim sup(%[f;,(q U 215“1[[))

q— 00
= U, <lim sup %[1’; > + up <11m sup%[ o >
g—00 g— 00

= :“vp(%p N pKZp)’

Recalling x; = p — 1 for k < K, inclusion (5.2) implies

K—1
() = Q) = 3 pt Lt (tim sup 2, )
—|—y,p(l1m sup%[ Kot )

q—> 00

so that we are left to prove

;Lp(hmsup%lp )—i—up(hmsup%l K+1) Zxkp -1

q— 00 q— 00

Note that equation (5.5) is preserved and that it remains valid for K replaced
by K + 1. Letk € {K, K + 1}. Then

Z; ifxy=p—1,
) £mpt + p*12, = p* | &1+ pz,) W2 <x <p—1,
mel, .
“h Y otherwise.

From this follows

;Lp<hmsup%[p ) pk IZL 2J

q—>00
bkl

+p Zup(U(i(g +0'p)F + p’“Zp))

i=1 b=1
We are now done if we, for each of p = 3, 5, can show

bkz

Zw(U (+(g +b'pH* + p’“Z,,)) = ri, (5.8)

i=1 b=
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as this would imply

. —k— X _
,u,,(hm sup %[f;q) =p* IZL—kJ + p 7

P 2
o
xkp K+ Z x|p ifk=K,
= I=K+2
XK+1p_(K+]) ifk=K+1.

For p = 3, fix g = 2. Then lim inf,_, ., x; < 2, and we have

re 1 > 1 1 1
_<_1 3k_l —1 — | =
4_4(+le )<4(+3>

I=k+2 3
ie., by =0.Fori >2and 1 <b' < by, notice that

(2 + b'31) 4+ 31175 € 2+ 3°75,
— 2+ b'3) + 37, €7+ 3%74,
2+ 637" +3117; € 5+ 3225,
—Q2+ b3 +317; € 44 3°Z5.
Since all balls on the right-hand-side of the above four inclusions are disjoint,

the same holds for the four balls defining (+2*! 4 »’3' + 3/+173). When we
then vary i, we note that the sets

(2 + b3 + 3717, € £2*51 43775
are also disjoint. We conclude equation (5.8) by calculating

by.i

Zm(U(i(z +5'3)F + 3"“23))

i=1 b'=1 0o bis

0
=) 4@z =4) b3 =
i=1b'=1 i=1

For p =5, fix g = 3 and estimate

| > » 1 1 2
— <1 5% —(1+= =,
4_4(—|—le )<4(—|—5 <5

I=K+2
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sothat by ; € {0,1}. Fori > land 1 < b’ < by, leta; € {0, 1} such that
a; = b anda; = 0 fori > 1. We then find

3+ b'5") + 51175 € 3+ 4;5+ 5°7Zs,
—B 4+ b5+ 575 €24+ (4 — a;)5 + 5°7s,
GB+05) 45775 €24+ B+ a)5+ 5%Zs,
—B+b5) M +517s €3+ (1 —a;)5 + 5%Zs.

We are again left with four disjoint balls on the right-hand-side, for i fixed.
We then apply arguments in parallel to those for p = 3 and conclude equation
(5.8). This completes the proof.

In cases 3 and 4 of the above proof, note that the choice of generator g
matters; for p = 2, g > 1 would lead to &g representing four unique values
modulo 2 for sufficiently large i, where we want exactly 2 unique values. For
p =3, g = —1 mod9 would on the other hand lead to £g*! representing
only two unique values modulo 9, where we want exactly 4. The same issue
arises modulo 25 for p = 5when g + a5 = g + 5 = £7 mod 25.

Note also that the alterations introduced in Case 4 would not be sufficient
for p = 5 if they were to be applied to Case 1, even though 5 = 1 mod 4, since
it would allow any b, | between 0 and 4, which would lead to g + a5 = £7
mod 25 for some a, regardless of g.

Finally, note that the construction in Case 4 would also work for p = 2 by
putting g = 3 and r; = O for k # K, though that would not actually shorten
the proof as we would then have to give p = 2 the same amount of special
attention as we gave each of p = 3 and p = 5. This suggests that we are in
a peculiar case of p = 2 not being the most troublesome prime, as that title
appears to go to p = 5, with p = 3 as a close second.

6. Concluding remarks

Considering how Proposition 4.2 acts as a shell-wise €7 -variant of the 0-1 law
on &/” from [5], it appears rather plausible that the p-adic Duffin-Schaeffer
theorem should also have a shell-wise é”-variant, as formally stated below.

CONJECTURE. Let ¥:N — Rx, and let p be a prime. Suppose supp ¢ C
PN\ p**IN for some k € Ny. Then

(p =1/ i D (8 = o,
n=1

Mp((gp N ka;) = 9

0 if Y up(€r) < oo.
L n=1
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As with the original and p-adic Duffin-Schaeffer Theorems, the Borel-
Cantelli Lemma directly implies 11, (€7) = 0 when the series converges. If the
conjecture holds true, it combines with Proposition 4.1 to provide an explicit
formula for determining the p-adic measures of 2”7 and €7 . It is expected that
the conjecture will follow from a modification of the proof of [5, Theorem 2]
combined with [8, Proposition 5.4], following the structure presented in [9].
In the light of [9, Theorem 2], it appears only natural if the measures 1, (1)
in the divergence criterion may be replaced by the fractions ¢ (n)vy(n)/n from
the real Duffin-Schaeffer Theorem, by following a similar argument.

As for the set (7, one might try to modify the construction with the aim of
decreasing the spectrum of possible measure values, similarly to what Haynes
[5] achieved in constructing /7 instead of Z7. In his construction, Haynes
effectively removed the sets %3} that were restricted to specific shells ka;

from consideration as he indirectly forced the sets ./ with p | n to be either
empty or full [5, Lemma 2]. Trying to get a similar modification of A?, we
might consider the set

lim sup U Bq, (%, @)

n— 00
d|n
gcd(d, pn/d)=1

However, for p # 3,5and x € [0, (p — 1)/ p] U {1}, the ¥ constructed in the
proof of Theorem 2.2 will still produce measure x. For p = 3, 5, ¥ only works
forx € {1,(p —1)/p} U Ufc)o_:zo 2+ [0, p~2), but it seems reasonable that
there should also exist a i for the remaining x € [0, (p —1)/p]U{1}; perhaps
a hybrid between the constructions from cases 3 and 4 would do the trick.
Note that this attack would work identically if the above modification were
carried out on &7 instead. As such, there does not seem to be any immediate

‘correction’ to the set 2” that would make it satisfy a 0-1 law in general.
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Chapter 3

Partition functions and the Fibonacci
numbers

3.1 Introduction

In his book Liber Abaci from 1202, Leonardo Pisano (posthumously known as
Fibonacci) introduced the now widely used Hindu-Arabic numeral system to the
Europeans. To motivate it, he presented a collection of arithmetic problems as
evidence of its strength compared to the Roman numerals in terms of calculating
with and expressing large numbers. In the perhaps most famous of these problems,
one imagines living in a world where rabbits reach maturity after a month, produce
a new pair of rabbits once a month thereafter, and live on indefinitely. Starting
with a single pair of newborn rabbits, one is then tasked with keeping track of the
population. Named after Pisano, the number of rabbits at the start of the n’th
month in this scenario is called the n’th Fibonacci number and denoted F,,. It
follows that the first two Fibonacci numbers are both equal to 1 and that each
subsequent Fibonacci number is given as F, o = Fj,11 + F,,, so that we have

F1:1, FQZL F3:2, F4:3, F5:5, F6:8, F7:13,

and so on. The sequence also has close ties to the golden ratio (also called the
golden mean in the literature), denoted by the Greek letter . It is classically
defined as the unique positive number with the property that if two line segments
are given where one is ¢ times longer than the other, then their combined length
is ¢ times greater than the length of the longest one of them. In more modern
terms, we say that ¢ is the positive solution to the equation X + 1 = X2. By
solving this second order equation, one finds that

1++5

5

223
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It also follows from the equation X + 1 = X? that ¢""2 = " + " which is
strikingly similar to the recurrence F,, o = Fj,.1 + F,. More connections between
the Fibonacci numbers and the golden ratio exist, and the two may in fact be
thought of as different sides of the same coin.

Given the simple and yet significant nature of the Fibonacci sequence, it is
only natural to start asking which other properties the sequence has and then
how these properties may generalize to related sequences. In this chapter, we will
investigate one such question, which was handled by Coons, Kristensen, and the
current author in the paper [9]. More precisely, we will be interested in describing
the asymptotic behaviour of the number of partitions, defined below, of positive
integers n over the sequence {F;}2°,. We exclude F; from the sequence to ensure
that the same number does not occur twice.

Definition 3.1. Let {P;}32, be a strictly increasing sequence of positive integers,
and let n € N. We then say that a sequence {a;}5°, with a, € Ny is a partition
of n over { P}, if it satisfies

n:a1P1+a2P2+a3P3+---, (31)

We use pp(n) and pr(n) to denote the number of partitions of n over { P}, and
{Fr}2,, respectively. The map pp : N — Ny is also called the partition function
over { P }%2,.

With this definition in hand, our interest in pgr(n) is a specific instance of the
following question. To ensure pp(n) > 1 for all n, we will enforce P, = 1.

Question 3.2. Given a strictly increasing sequence { P, }72, of positive integers with
Py =1, what is the asymptotic behaviour of pp(n) as n — oo ?

When dealing with this question, we will use the following standard asymptotic
notation.

Notation. Let f,g,h: N — R. We then write as follows.

e f(n) = g(n)+ O(h(n)) if |f(n) — g(n)| < Clh(n)| for all n € N and some
fixed constant C' > 0.

o f(n) < g(n)if f(n) = O(g(n)) and g(n) = O(f(n)).

o f(n) =g(n)+o(h(n)) if f(n) —g(n) = O(h(n)) but h(n) # O(f(n) — g(n)).
If h(n) # 0 for all n, this is equivalent to lim, . |f(n) — g(n)|/|h(n)| = 0.

o [~ gif f(n) = g(n) + o(f(n)) or, equivalently, f(n) = g(n)(1 + o(1)). Tn
this case, we also say that f and g are asymptotically equivalent.
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Question 3.2 is not new. Already in 1918, Hardy and Ramanujan gave an an-
swer for the sequence {k}72; of all positive integers, writing p for the corresponding
partition function.

Theorem 3.3 (Hardy—Ramanujan, 1918). Let p be the partition function for the
sequence {k}p>,. Then

e 2n/3

p(n) ~ W

While the endeavour might be tempting, answering Question 3.2 in full gen-
erality does not appear feasible. For that reason, we will limit our attention to
linearly recurrent sequences as defined below.

Definition 3.4. We say that a sequence {P;}%2, of positive integers is linearly
recurrent if there is a fixed positive integer d and fixed integers co, ..., cq_1 such
that

Perg=cobPy+ca1Pepr+ -+ 1 Prya-

In that case, the smallest such d is called the degree of {Py}r—1. Writing d =
deg{ P}, the characteristic polynomial of {Py}r—1 is (uniquely) defined as

xp(X) = X4 — g X — o X2 — 0 X — q.

Writing xp(X) = (X —a;) -+ (X — aq), we say that a; is a dominant root of xp
if |a;| > |a;| for all j.

Remark 3.5. The sequence P, = k considered by Hardy and Ramanujan satisfies
Py.o = 2P,,1 — P, and is thereby a linearly recurrent sequence of degree 2 as no
c satisfies k + 1 = ck for all k. This also shows that the characteristic polynomial
is not necessarily irreducible since we get xp = (X2 —2X +1) = (X — 1)%

For a proof that xp is indeed well defined, see [29)].

With the requirements P, = 1 and P, > P,, the linearly recurrent sequences
of degree 1 are exactly the sequences {r¥}2¢ with r > 2. The number of partitions
pr(n) of such sequences was estimated by Mahler in 1940 [42]. In 1948, this was
improved by de Bruijn [5], who found and specified an oscillation in the leading
term. His result may be phrased as follows.

Theorem 3.6 (de Bruijn, 1948). Let r > 2 be a fized integer. Then there is an
explicit positive 1-periodic function 1.(x) such that

logn — loglogn " "
pr(rn) ~ % ( 1 nBr( )(lOg n)C’r( )7
ogr
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where B,.(n) and C.(n) are given by
_logn —2loglogn + logr + 2loglogr + 2

B,
(n) 2logr

and
_ loglogn — 2logr — 2loglogr

Cr(n) 2logr

Remark 3.7. As noted by Mabhler [42], p,.(rn+m) = p.(rn) form =0,1,...,r—1.
Hence, if we were to write out the asymptotics of p,.(n) rather than p,.(rn), we
would have to handle an error term in B,(n/r) and C,(n/r) in order to have them
stagnate for n between rn’ and rn’ +r — 1.

Having an answer for linear recurrences of degree 1, the natural next step in
answering Question 3.2 is to consider the linear recurrences of degree 2 or greater,
of which the Fibonacci sequence is a central example, especially among those with
an irreducible characteristic polynomial. While this appears not to have been
done prior to the paper [9] by Coons, Kristensen, and the current author, similar
answers have been handled when additional restrictions are put on the sequence
{ar}?2; from Definition 3.1. An early such result was made by Zeckendorf in 1972,
where he proved that there for each n € N is exactly one partition {2}, over
{Fi}2, with 2, € {0,1} and min{zg, 2,41} = 0. We will call this partition the
Zeckendorf representation of n. This result was later generalized by Fraenkel in
1985 [13] to a theorem that provides natural restrictions that permit exactly one
partition {ag}32, over {P;}32, for each n when {P;}22, is a strictly increasing
sequence of integers with P, = 1. It should be noted that the algorithm for at
least the recurrent sequences of degree 2 had been known long before, though it
does not appear to have been used to actually generate a representation of positive
integers; Ostrowski applied a version of it already in 1921 for a study of continued
fractions [44].

Slacking the requirements of the Zeckendorf representation, we may instead
consider the number gr(n) of distinct partitions of integers n over { Fy}7°,, which
is to say, the number of partitions with a; € {0,1} for all k. Recently, in 2021,
Chow and Slattery [8] gave an explicit formula for ¢r(n) as a function of the list of
indices k with z; = 1 in the Zeckendorf representation of n. Studying gr further,
they found that S gp(n) =< N©82/%8¢ and showed that there are oscillations
in the main terms. This author is not aware of any generalizations of these results
to a broader family of sequences {P}32,. Notice, however, that such a family
will be rather small if we want to have gp(n) > 1 for all n since this requires
Py <1+P+-- P

In the below section, we consider the main results of the paper [9], which
answer Question 3.2 for the Fibonacci sequence and a broad family of related
linearly recurrent sequences.
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3.2 Partitions over the Fibonacci sequence and other
linear recurrences

The main theorem of this chapter is the following result from the paper [9] by
Coons, Kristensen and the current author. In this result and going forward, ~
denotes the Euler Mascheroni constant. The theorem is of roughly the same form
as Theorem 3.6 but with greater control of the error term.

Theorem 3.8. Let pr(n) be the number of partitions of n over non-distinct Fibon-
accit numbers. Then, forn > 1,

pr(n) = wF<10gn) nBr™ (log n)cr ™ (1 +0 <M>) ’

log ¢ logn
where
1 1

Bp(n) := logn — 2loglogn + o e n ,

2log ¢ log ¢

lo

Cr(n) = ] (loglogn—woyp(l gn) —87—210g5+810g<p+2>,

2log 0g ¥

and where the functions ¥ (x) and ¥y p(x) are 1-periodic and explicitly computable
with Yp(z) > 0.

Remark 3.9. While different, the 1-periodic functions ¢ p(x) and 1y p(x) are easily
computed from those in [9, Theorem 1]. Then same is true for the 1-periodic
functions in Theorem 3.10 below.

After this theorem is proven, it is immediately generalized to cover the family
of linearly recurrent sequences that satisfy the following conditions.

o {P.}72, is strictly increasing with P, = 1.
e The characteristic polynomial, y p, is irreducible and of degree at least 2.
e \p has a single dominant root, [3.

Since xp is irreducible, it follows from a theorem in [12] that there are constants
A A2, ..., A € C such that

P = \BF M5B+ -+ N, (3.2)

where s, ..., 3, are the conjugates of 5 other than ( itself. The notion of conjug-
ates is defined in Definition 1.8 in Section 1.1. By another theorem in [12], we also
have |Py| < |3|* since B is a dominant root. Since P} is positive and increasing,
and [ is the only dominant root, it now follows from equation (3.2) that § and A
must both be positive real numbers.
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Theorem 3.10. Let {P.}2, be a strictly increasing linearly recurrent sequence of
integers with Py = 1. Suppose the associated characteristic polynomual is irredu-
cible and has a unique dominant root 3, and let X be defined by (3.2). Then, for

n>1,
logn\ g c (loglogn)?
n) (] P(n) 1 VoMo
pr() = e ({25 ) wr @ togmpert (140 (LE2ERL) ).
where
Bp(n) := ! logn — 2loglogn + ¢ log n
1 logn
Cp(n) = Tos (loglogn —l—z/Jo,p(lOiﬁ) — 8y +4log A+ 4log 5 + 2) ,

and where the functions ¥p(x) and ¥ p(x) are 1-periodic and explicitly computable
with Yp(z) > 0.

Remark 3.11. Theorem 3.8 is a special case of this theorem. Write P, = F,, ;1. The
roots of yp = X2 — X —1 are then ¢ and its conjugate p = —1/p = (1—+/5)/2. It
follows from simple induction that ¢©" = F,po+ F,,_; and @" = F,,po+ F,,_1. Hence,

1
o—% V5 sox/_

In particular, 3 = ¢, and A = /+/5, and we rediscover Theorem 3.8 from Theorem
3.10.

Focusing on the Fibonacci numbers, the paper [9] proofs Theorem 3.8 before
generalizing the method to prove Theorem 3.10. Since the argument is slightly
simpler for the Fibonacci numbers, this also provides the reader with an easier
and perhaps more intuitive proof than for the general setting. Both proofs are
inspired by the arguments used by de Bruijn [5].

Pn:Fn—i-l: §0+

3.2.1 Paper 8: Asymptotics for partitions over the Fibonacci num-
bers and related sequences

Below, the reader will find the most recent preprint of the paper [9], which is
joint work between Michael Coons, Simon Kristensen and the current author. The
paper is currently under review and is to appear in Combinatorics and Number
Theory. The preprint is available on arXiv through the link https://arxiv.org/
abs/2312.07404v3 or by using the arXiv identifier 2312.07404. It has a length of
20 pages, numbered 1 through 20.
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ASYMPTOTICS FOR PARTITIONS OVER THE FIBONACCI NUMBERS
AND RELATED SEQUENCES

MICHAEL COONS, SIMON KRISTENSEN, AND MATHIAS L. LAURSEN

ABSTRACT. In this paper, harkening back to ideas of Hardy and Ramanujan, Mahler and de
Bruijn, with the addition of more recent results on the Fibonacci Dirichlet series, we determine
the asymptotic number of ways pp(n) to write an integer as the sum of non-distinct Fibonacci
numbers. This appears to be the first such asymptotic result concerning non-distinct partitions
over Fibonacci numbers. As well, under weak conditions, we prove analogous results for a

general linear recurrences.

1. INTRODUCTION

We consider the number pr(n) of non-distinct partitions of n over the Fibonacci sequence, F.
Specifically, for a positive integer n, pr(n) is the number of solutions of

(1) n:a2F2+a3F3+---+aka+---,

in nonnegative integers ax. In recent work, Chow and Slattery [2] gave results on the number
distinct partitions, ¢r(n) over the Fibonacci sequence, and noted that their work shows that neither
qr(n), nor its partial sums, have a ‘nice’ asymptotic formula. In particular, they showed that there
is some oscillation in the partial sums of ¢r(n), and they gave bounds on these oscillations. In a
similar vein, very recently, Sana [14] showed that there are also oscillations in the partial sums of
the powers (gr(n))™ for each m. In this paper, with a related motivation, we determine asymptotic
formulas for pr(n) and describe the oscillations that occur.

The asymptotic theory of partitions goes back to the celebrated result Hardy and Ramanujan
who, in 1918, showed that the number of ways p(n) to write a positive integer as the sum of
positive integers satisfies p(n) ~ (4n\/§)_1e’”/m, as n — oo. Here, p(n) has an asymptotic with
a non-oscillating main term. Mahler [8] and de Bruijn [1] encountered a partition asymptotic with
an oscillatory main term—they considered the number of ways p,.(n) of writing n as the sum of
non-distinct rth powers, for a positive integer r > 2. Here, we contribute the following result.

Theorem 1. Let pr(n) be the number of partitions of n over non-distinct Fibonacci numbers.
Then, as n — o0,
(logn)?
1 ~ =
ogpr(n) 3log ¢

In particular,

I log1 2
poto) = (L) g (14 (QloEY )
g ogn
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where
1 log log ¢)? :
Ap@) = o exp [ 1B1B i iogo (B 1) bt 2y (@) ),
2mlog ¢ 2log log ¢
| o[ 252
Bp(n) = gy logn — 2loglogn — T + 2loglog p 4+ 2¢5 —4logp +2 |,
vz
Cr(n) = loglogn — ————= + 2loglog ¢ — 2c3 + 3logp +4 |,
2logp log ¢
372 " w2 log5 — log ¢ (—1)k
= - 9y (282989 d
2 Jlogy  loge + 12log ¢ +2y 2log + Z (o2 1 (—1)kry M

k>1

1 1
c3 1= 510g5— Eloggo—i-Q%

where @ is the golden mean, 7y is the Fuler—Mascheroni constant, y1 is the first Stieltjes constant,
and Y¥o(x) and Y1 (x) are explicitly computable 1-periodic functions.

Theorem 1 seems to be the first asymptotic result chracterising non-distinct partitions over Fi-
bonacci numbers. Distinct partitions over Fibonacci numbers have received considerable attention;
see [2] and the references therein for details. In very recent work, addressing a question of Chow
and Slattery [2], Kempton [7] has shown that nT s > m<n 4F(m) is log-periodic. Our proof of
Theorem 1 gives a way to describe the related log-periodic function for pr(n).

Our main result on Fibonacci partitions followa from a result of Coons and Kirsten [3], which
uses a saddle-point method, which itself was inspired by the work of Nanda [9] and Richmond
[12, 13]. In particular, Richmond [12] was not only able to give a new proof of Hardy and
Ramanujan’s above-mentioned result, he gave asymptotics for all of the moments of p(n). The
method therein, and herein, relies on the existence of invertible asymptotics for the related saddle
point. In our situation, the lead order asymptotic of the saddle point is monotonic, so we have
invertibility, but, additionally, we are able compute the second-order term, which is oscillatory.
These terms are asymptotically close enough, so that they both contribute to the outcome of
Theorem 1. We note that our results are heavily related to analytic properties of the Fibonacci zeta
function (defined and discussed in more detail below); in particular, the Fibonacci zeta function
is defined by a Dirichlet series which converges in the positive right half-plane. This presents
added difficulties compared to the more fully-examine case of partitions related to Dirichlet series
whose abscissa of convergence is strictly positive—for an interesting study on the asymptotics
of partitions related to to Dirichlet series whose abscissa of convergence is strictly positive, see
Debruyne and Tenenbaum [4].

This paper is organised as follows. In Sections 2 and 3, we focus the proof of Theorem 1. In
particular, inspired by ideas of de Bruijn [1], we prove an exact formula for the generating function
of pr(n) in Section 2. We then use a saddle-point method in Section 3 to give the asymptotic
result for pr(n). Finally, in Section 4, we give the complete extension of Theorem 1 to the case of a
linear recurrence with dominant root. In particular, suppose that Py is a strictly increasing linearly
recurrent sequence of positive integers of degree at least 2 with P; = 1, such that the characteristic
polynomial yp(z) of Py has a single dominant root 3 > 0 and P, = AB¥ + X\o85 + -+ + \,.3F,
where A, Ao, ..., A are constants and fs,..., 8, are the algebraic conjugates of /3, then we have
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Theorem 2. Let pp(n) be the number of partitions of n over non-distinct elements of the se-
quence Px. Then, as n — oo,

_ ogn\ g Cr(n) (loglogn)?
pr(n) = Ap <—10g5>” (o)) (140 (LE2ERLY ),

where Ap(x) is the a positive 1-periodic function satisfying

o 1 (loglog 3)? B loglog 8 1
Ap(z) =/ 9rlogp P (7210&8 + (27 IOg)\)ilogﬁ 5 loglog 8 + C2 + 4(7) |,

4,(/) (logn)
1 3\ o
logn — 2loglogn — _\loeh)

Bp(n): + 2loglog B 4+ 4y — 2log A\ —2log 8+ 2 |,

~ 2logB log 3
logn
Cp(n) = —— [ 1og1 2—M 2loglog f — 4~ + 2log A + 21 2
pn).—21ogﬁ oglogn + oz 5 +2loglog B — 4y +2log A+ 2log 8 +2 |,

where Y3 (x) and Y4(x) are explicitly computable 1-periodic functions, and Cs is the constant defined
in Proposition 9.

2. AN EXACT FORMULA FOR FOR THE GENERATING SERIES OF pp(n)

To prove Theorem 1, we study the asymptotics of the generating series

Fy(z) == pr(n)x" = H (1- xF’“)_l
n>0 k>2
as ¢ — 17. Note that we are starting with F5 = 1, and not with F; = 1, since we wish to avoid
having two representations of 1 in our partitions. We will necessarily need to consider a Fibonacci
Dirichlet series. Navas [10] determined most of the properties we need by considering the analytic
continuation of the series (r(z) = > 4, F), ~, but here with 1 doubly represented. It turns out
this is not much of a problem. To deal with this, we merely consider the product

) Flo)=(1—2) ' Fo(e) = [[ (1—2™) ",

k>1

% s0

then translate the results back to Fy(z). It is convenient to change variables, setting x = e~
that we are considering the function F'(e™*), with particular interest in the asymptotics as s — 0.

Taking the logarithm and using the Taylor series of the logarithm near 1,

(3) logF(e_S) = — i]og (1 — e_SFk) — i i %e—sﬂcm.
k=1

k=0m=1
Mellin’s formula for the exponential function states that for a > 0 and w > 0,
1 a+100
e =— L(z)w *dz.
2mi a—100
Inserting this into (3) and interchanging integration and summation, as we may by absolute
convergence, and finally rearranging the sum,

a+ioco X 1 1 a+100

1 _
4) logF(e %) = — —I F fdr = — T 1
(@ togFle) =5 [ >3 ST eRm Cde =g [ TR e )
where a > 0, ((z + 1) denotes the Riemann (-function at z + 1, and, as above (r(z) := >, 5, F), "
Note that (r(2) is absolutely convergent for $(z) > 0 and continuable to a meromorphic function
on all of C; this is discussed more below—see Navas [10].
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We would like to estimate the final integral in (4) using Cauchy’s formula; that is, we would
like to move the vertical contour towards —oo. Applying the functional equation of the Riemann
(-function, we find that

lim —o / T e+ ) er(2)dz = 0,

where n runs over the positive integers, and, as we shall see in what follows, the vertical line avoids
poles of the integrand. Also, contributions from horizontal paths of integration do not contribute
in the limit, as they are moved up or down respectively. Thus, the integral in (4) is nothing but
the sum over the residues at the poles of the integrand. In what follows, we prove

Theorem 3. The function Fy(z) defined above satisfies, as s — 0V,

2logp B log ¢

where f(s) = f(ps) + O(s?), c3 := 2logh — 2logp + 2, and

372 " 2 log5 — log ¢ (—1)*
= - 9y 1082 " 108% .
2 2logyp  logyp * 12log ¢y +a 2log o + ; k(p?* 4+ (=1)k+1)

log Fo(e™?) = (log 5) (log s) < s 1) + 2+ 27 + f(s) + O(s?).

The proof of Theorem 3 will come as a direct application of five propositions, each having to
do with contributions coming from certain singularities of s™*T'(z){(1 + z){r(2), and one lemma.
To this end, note that for s > 0, the function z — s™% can be expanded in a Taylor series as

(5) 577 =1-zlogs+ 3(log s)?2* + O(z%),

which converges for all z € C. The I'-function has simple poles at non-positive integers, where the
residue at —n is

Res (o)} = S

n
The function ¢(z + 1) has a simple pole with residue 1 at z = 0, and the trivial zeros of ((z + 1)
at all points in —2N — 1 will cancel the corresponding poles of T'.

The function (r(z) is the most mysterious of the functions we will consider here, but much is
known due to work of Navas [10]. We will use several of these properties, which we have gathered
into the following proposition.

Proposition 1 (Navas, 2001). The Dirichlet series (r(z) can be continued analytically to a
meromorphic function on all of C, still called (r(z), whose singularities are simple poles at
s:s(n,k):72k+m,f0rn7k62 and k > 0, with

log ¢
_ )
Res {(r(2)} = T@k-

Moreover, we have that (p(—(4m + 2)) = 0 for each m € Ny, and (p(—1) = —1.

The poles of (r(z) collude with the poles of s™*T'(2){(1 + z) to become poles of higher order.
Combining our knowledge of the functions s=*, I'(z) and {(1+z) with Proposition 1, the integrand
s T'(2)¢(1 4 z)Cr(z) has

e a triple pole at z = 0,

e a simple pole coming from I'(z) at z = —1,

e double poles at z € —4N, and

e simple poles off the real line at z = s(n, k), for k > 0 and k # —2n.
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Note that the poles of T'(z) at z = —(4m + 2) for m € Ny are cancelled by the corresponding zero
of {r(z). The higher order poles require more terms in the expansions of I'(z), {(1+ 2) and (p(z).
We will consider these in the order above.

To calculate the contribution of the triple pole at z = 0, we need the first three terms of the
Laurent expansions of the contributing functions, i.e., of I'(z), ((z + 1) and (r(z). The former
two are well known,

(6) I'(z) :%er% (724-%2)24—0(22),
where + is the Euler-Mascheroni constant, and

7) C(1+2) = +7-mz+0()
where 7 is the first Stieltjes constant,

. % logk 2
m o= lim (Z . z(logm)” | .

k=1

For (r(z), results beyond the residue are not available in literature, so we present them here.

Lemma 1. Near z =0, we have

1 1 logh—logy logp —3logh  (log5)?
logy =z 2log o 12 8log ¢

(p(z) = +c1> 2+ 0(2%),

_1\k
where ¢1 =Y 5, W ~ —0.20436188.

Proof. The first two terms were found in [10]. For clarity, we repeat the same process here. As a
first step, noting ¢ = —1/¢ and F,, = (¢" — ¢™)/+/5, we have

® )= Y ==Y

n>1"" n>1

We recover the Taylor expansion of 52/2 from that of the exponential function,

log 5)% log 5 log 5)2
(9) 52/2 — elog(5)z/2 — Z (;%k') k1 + Og s (0g8 ) 22 + 0(23)
k>0 ’

For the series, we start with an application of the binomial theorem to give
1 1
_ 1,2 k(n+1) —2nk
==t D= (FRC VLRI D= 9 () [Tt
n>1 k>0

nz=1 n>1
Since the double sum is absolutely convergent, as argued in [10], we swap the order of summation

and recognise a geometric series to give

2 W =2 (;) DY ((-1)%—(%%))”

n>1 k>0 n>1
- _ (_1\k, ,—(2z+2K
L\ )T

(z+ k) (-1)
= kgo p(z)p (k+1) p2t2k 4 (—1)k+1
1 Z I(z+k) (—1)*

_ 1 22k _1\k+1°
il S L(z)k!  #t2F 4 (-1)
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The first term is particularly cumbersome, but a few applications of L’Hopital’s rule gives
1 1 1 1 1o
n g P

p?—1 - logy z 2 12
For the remaining summands, by %Z) =z+0:%, T(z+k)=T(k)+0(z) = (k— 1!+ 0(z),

and
(D" __ (DF
@2k 4 (—1)k+1 ook (—1)k+1

1 1 1 1 log ¢ 9
- S 10)

z+0(2?%).

+ O(2),

we have that

where ¢; is defined as in the statement of the lemma. Thus, using (9),

Cr(z) = 5°/2 (L - <log@ + cl) z+ 0(22)>

logy z 2 12
11 1 logh 1 log5 ~ (log5)?
_ 1 (1 log 08¢ . _log (log5) 4 0(22)
loge =z 2 2logyp 12 4 8log

_ 1 1 logh—logy logp —3logh  (log5)?
~logy =z 2log 12 8logp

which is the desired result. O

+ c1> 24 0(2%),

Proposition 2. We have

_ (log s)? 1 1 log s
Res {s~*T(2)¢(1 - —(Z10g5 - =1 2y ) 225 16,
Res {s T (2)((1+ 2)Cp(2)} = Gioom — | glog5 — gloge+2y ) oo + 2
where, as in Theorem 1,
32 o 2 log 5 — log ¢ (=D*
= — 2 _— .
2 2logy logyp + 12log ¢ + 2 2log ¢ * ]; k(p2* 4+ (=1)k+1)
Proof. Around z = 0, using (5), (6) and (7), we have
1 2y—1 —1 3y —1 2
ST+ 2) = o+ Y Zogs N ((V ogs)é v —log s) . 717_2) +0(2).

Thus, by Lemma 1, we have

Res {5~ T(2)¢(1 +2)¢r(2)} = ! <(7_10g3)(37—10gs)_ W2>

log ¢ 2 At 12

log5 — log ¢ logp —3logh5  (log5)?
——(2y -1 .
2log (27 —logs) + 12 8log e ta
Gathering powers of log s finishes the proof. O

The simple pole at z = —1 is a straightforward calculation, using known values.

Proposition 3. We have
S

z]?i(is1 {s7°T(2)C(1 + 2)¢r(2)} = —3

Proof. We calculate, using that Iics1 {T(2)} = -1, ¢(0) = —1/2, and {p(—1) = —1 to give

Res {57 T()00 + 2)6r ()} = €0 Gr(-1) - Res (1)} = (G ) (1) = 5.
For the calculation of (7(—1) see Navas [10, Eq. 9] O
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For the double poles at z € —4N, we require the first two terms of the Laurent expansions
of I'(z) and (r(2) respectively around these points. For I'(z), the first term of the expansion is

well known to be W . The constant term is surprisingly difficult to find in literature, but

z+4n
it can be easily calculated as the derivative of (z + 4n)I'(z), evaluated at z = —4n. In order to

accomplish this, we repeatedly apply the functional equation zI'(z) = I'(z + 1) to find that

I‘(Z):M:...: I'(z+4n+1) 7
z z2(z+1)--- (2 +4n)
so that we only need to evaluate the derivative
d { I'(z+4n+1) }
dz | z(z+1)---(z4+4n—1)
at z = —4n. Recalling that I'(1) = 1 and I'(1) = —v, we find that the constant term of the
Laurent series of I'(z) around z = —4n is

d{ : I'(z+4n+1) }

mdn (4n (Zk 7)

dz \z(z+1)---(z+4n—1)
so that near z = —4n,
4n
1 1 1 1
10 I'(z) = . - — (@] 4n).
(10) (2) z+4n  (4n)! + (4n)! (; k 7) +0(z+4n)
We also require the constant term of the Laurent series of (r(z) around z = —4n. Following
Navas [10],
Sy 1)k r(1-2) (-1t
— 5%/2 z (— — 52/2
Cr(2) kz::o ( k ) o ek 4 (_1)FHL Z < T(1—z— k)k! Rk L (C1)kE
_ 522 (1 —2) _ 1 4522 Z -z (=" _
I'(1—2z—2n)(2n)! @ztin — I(1—z—k)k! @#t2k 4 (—1)k+1
Ic7$2n
The second term is holomorphic at z = —4n and contributes to the constant term with its value,

which we denote by c¢_4,,. For the first term, we note that

) I'(1-2) (4n)!
li z/2 __ 2n d 1 — .
m, ST =5" and N Ta—z—2n) @) (@)

. d z+4n 1
A de i —1f T 2
which is easily shown by differentiating and applying L’Ho6pital’s rule twice. Proposition 1 gives
that the residue of (p(z) at z = —4n is

5—2n
bosn = Res {(r(2)} = —(

Thus, it remains to note that

4n> 57 (4n)!

logp \2n)  loge ((2n)))2’
so that near z = —4n, we have
b_an 572 (4n)!
11 = —dn — . 4n).
(1) Gr(2) = 258 (eman = 20 ) 4 0 + 40

Proposition 4. We have

g(s) = Zzg—ein {s7°T(2)C(1 + 2)¢r(2)} = Z ap 8°" — 10gsZﬁns4”,
n=1 n=1
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where By, == b_4,C(1 —4n)/(4n)!,

B, G| 572 (4p)! bogn
= - (4n)! (b‘*” (;; % 7) ey ((2n)!)2> Ty ¢ A,

and Ba, is the 2n-th Bernoulli number. Moreover, as s — 0, we have g(s) = O(s?).

Proof. The first part of the proposition follows from (10), (11), and the expansions, around z =
—4n,
§7F = ging= (i) — ¢in (5 4 ap)log s + O((z + 4n)?),
and (1+2) = (1 —4n)+ ' (1 —4n)(z +4n) + O((z + 4n)?) along with the fact that (1 —4n) =
Bs,,/4n; see Titchmarch [16, p. 19].
For the second part, we start by using that

(1) (4n)! )+B4n (4” ' )

(1= n) = " o ¢ (4n) + > 3~ log(2m)

Using the facts that ¢’(4n) ~ —274"1og 2 and | By, | ~ (22(:;)7: with Stirling’s approximation of the
factorial, we have that

b_an _ (4n)! _ 1 B

Now, we have at hand asymptotic information about all of the quantities in «,, except for c¢_4,.

It turns out that c¢_g4y, is uniformly bounded; more precisely |c_4n| < 3. To see this, note that for
all n > 1, we have

1 <= [4n (—1)k 1 <& (4n dn—2k
|C—an| = 52n > <k> Cp—and2k o (_1)R+1| T BEn > k)Y

k=0 k=0
k#2n k#2n

1
1— S04n72k:

since (4:) = 0 for k > 4n. Now the value of ‘m

k # 2n), and there, it is approximately 2.6180, which yields

an 4n k 4n
3 4dn An—9k 3 4dn an—k [ 1 3 1
n| < ° " < . " — = —0 — = 37
|c—anl m2n Z (k) ¥ 52n Z )7 o 52n ¢+ o

k=0 k=0
k#2n

is maximal when k& = 2n — 1 (recall,

which shows that c_4, is uniformly bounded. With this in hand, we will now use the fact that

| Ban| = (22(7%;2)7: ¢(2n) and ¢(2n) ~ 1 as n — oo, to finish our proof. To this end, using the definition

of b_4, and Stirling’s approximation, we have
|[Ban| (57" L5 ()
o] < 4n - (4n)! (loggp 2n)' (Z k > 2 ((2n)1)? ) +0o()
B 2(2n)! 5720 (dn)l [ 1 5720 (4n)!
= ) G ) (loggp @2 ( k- > T3 ((2n)!)2> +00)

2
(G B
4n - (2m)2n - (4n)! <10g¢ (2n))? log(4n) + 3 + —— )

— 2 5727 log(4n) 3-(2n)! 572"
dn-(2m) (10gs0 . (2n)! (4n)! + Q(Qn)!> +0(1)

2 5727 log(4n) 1 log n e \2n -
~ - (27)2n : oz 7 . 2n) +0(1) ~ NG . 7 . (2()7Tn) L 0(1) = 0(1).
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Similarly, we have that

1 1 e 2n
1Bn] ~ 4/mloge Vn (207rn) = 0().

To see g(s) = O(s?) as s — 0T, we note that, using L’Hépital’s rule, we have lim,_,g+ s2logs = 0.
Using this, along with an application of the first part of the proposition,

g(s) = (a1s* — Bis*log s) (1 4+ O(s*)) = O(s?). O

Finally, at the simple poles of (p(z) off the real line, which occur at z = s(n, k) with & > 0 and
n # —k/2, we note that s *T'(z)¢(1 + z) is analytic at these points. Concerning the contributions
from these singularities, we have the following result.

Proposition 5. We have

s) :Z Z Rens {s7T(2)¢(1 + 2)¢r(2) }

k=0 n=—o00
n#£—k/2

S 5 Cor (T () w4 st

k=0 n=—o00

n#—k/2

log ©

Moreover, h(s) = h(ps) + O(s?) as s — 0.

Proof. The form h(s) of these contributions is immediate using Proposition 1. Also, since the
terms in each sum over n is symmetric about the real axis, h(s) is real. It remains to examine the
analytic properties of h(s) as a function of s.

We first consider the k = 0 term of h(s), which we denote by [k = 0]i(s). Noting that

in(2n)
(%) (e () o (mee(5))
cos<27m+2 lg(a)>+isin<2ﬂ'n+2—lg<i)>
log ¢ V5 V5
:cos(zﬂ- log<a>>+isin<2ﬂ—nlog(i>> ( >
log ¢ V5 log ¢ V5

we have that [k = 0Jh(¢s) = [k = 0]h(s).

For k # 0, using the functional equations for ¢ and I', since we are examining complex values,

log w

there is a positive constant d,, , that is uniformly bounded such that

C(—s(n, k))25(mk) gs(nk)+1
: s(n,k)m
s(n, k) sin <7T)

IT(s(n, k))¢(1 + s(n, k)| =

™ ((2k — %J;k)) p o~ Ttz eI
- w20tk o\ | Akt o 2e ¢
( 2% + i (IOZ+ )) (27)2k sm( 2(107;; )) (2m)

where we have used that |sin(z)| is m-periodic in the 3%( ), that |e?| = 1 for all 6, and that, as k

or |n| (or both) grows, [sin (22.(1277;;]C ‘ ~ eZToi7 ¢ Tor e o /2.
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It remains to deal with the factor (_S(,?’k)). To this end, note that

1/2

_S(n7k) P(l — s(n k} 2k o (2n4k)\2
‘( k >‘ ’k'r(l—snk k)‘ ! (2 + ("))
j=k+1
2% 1/2

- (1 (G () et (0 ()

and, independent of k,
k/2
2 2 7!‘(%"1’% 2 / n—00 2w r
— + “ogp E— .
n klogp

Thus, there is a d > 0, independent from n and k, such that any term of h(s) with k # 0, satisfies,

00 2k k _ n%k
S (kn)’“ 2 e Zloge _ x2n]
Hk#O}h(S)‘ Sd E <%) k! < > -dn’k.W.e Tog ¢

M klogp
n#—k/2
2k k
S 1 1 e 21034’ x2|n]
=d( = = — dn, e Tose
<\/3> k! <logs0> Z ot

n#—k/2
where d,, ;; here is different from above, but still a uniformly bounded positive constant. So, there

is a positive constant d, also different from above, but still independent of n and &, such that

2

k . .
][k#o]h(s)]<d< GER > %Zne*lg";‘

107 - log ¢ - €T n=0

9 k 2 A 2
1 e 2loge e 2loge
- d < 8 > K k< )

10ﬂ~log<p'e% k! (176*%)“_1
k 2
g 1 A(e )
=d - TR
107 - log ¢ - (em — l) : (em — 1)
k

d s?
(e% —1) \ 107 -log - (eﬁ -1)

where, for k > 1, we have used that >_, -, nFa =z Ap(x)(1 — )"+ where Ay (z) € Zso[z] is
the k-th Eulerian Polynomial, which satisfies deg Ay (z) = k—1 and Ag(1) = k!. Hence, the terms
[k # 0]h(s) contribute O(s?) collectively, and the lemma follows. O

Lemma 2. As s — 07, we have
log(1 —e™°) =logs — 2y — % + O(s%).

Proof. We follow the method above, writing

1 a-+100
(1= e) = g [T+ )i
where, for now, a > 0. We use the expansions of I'(z) and ¢(1+ z) around z = 0 from above, with
the fact that the integrand has a simple pole at z = —1 coming from I'(z) to get that, as s — 0T,

—log(l —e™%) = —logs + 2y — s((0) + O(s?)
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which, since ¢(0) = —1/2, when multiplied by —1, yields the desired result. O

Using the relationship in (2) and combining this lemma with the previous four propositions
proves Theorem 3.

3. FIBONACCI PARTITIONS pr(n) VIA THE SADDLE POINT METHOD

In this section, we prove our main result using a saddle point method. To achieve this, we must
determine the behaviour as s — 0% of each of the pieces in the expansion of log F'(e™*).

We begin in the same way as Hardy and Ramanujan [6], using Cauchy’s integral formula, but
diverge from their argument almost immediately. We have

1/‘@@ 1 en(—log =+ 1 log Fy(2)) 1
C

dy — — en(s+%logF2(€7s))d57

pr(n) = 21 T 9 c z 2mi

2

where C. indicates a positively oriented circle of radius € € (0,1) and s.p. indicates a path that
goes through the saddle point s = « of the integrand, that is, the point s = « which is the solution
of the equation

(12) % <s + %log F2(63)> =0.

Our main result on Fibonacci partitions will follow from a result of Coons and Kirsten [3], which
itself was inspired by the work of Nanda [9] and Richmond [12, 13].

Theorem 4 (Coons and Kirsten, 2009). If A(z) = [[;5, (1- ac)"“)il generates a sequence py(n),
and s = « 1s the solution of (12) with Faz(e™*) replaced by A(e™*), then, as n tends to infinity,

e A(e™) 1 1
pa(n) = e ( _%S_a+0(m)>'

Here, o must be thought of as being replaced by its large-n asymptotic erpansion so that the

asymptotic of pa(n) represents a large-n asymptotic.

Remark 1. The proof of Theorem 4 was accomplished by iteratively applying an asymptotic
result on exponential integrals, which can be found in the book of Olver [11, p. 127, Theorem 7.1].
Note that Coons and Kirsten [3] use the notation ¢ (n) for our definition of py(n) above. O

Remark 2. The statement “a must be thought of as being replaced by its large-n asymptotic
expansion” may seem a bit cumbersome, but, here, the point is that the solution of (12) gives n
as a function of the saddle point « as an (asymptotically) monotonic function, so it is invertible;
that is, there is a well-defined asymptotic for the saddle point « in terms n—this is precisely the
method we employ.

To apply this Theorem 4, we must first determine the saddle point for large values of n. From
(12), we have that

d
1 = — Zlog Fy(e™
(13) n=——logF(e™)

S=x

We will use this combined with Theorem 3 to prove the following result.

Lemma 3. There exists a function ho(s) satisfying ho(s) = ho(ps) such that for sufficiently large
n, or, equivalently, for sufficiently small o > 0,

n— *10g(a)+h0(0l)+0(a)
alog «
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Proof. Let f(s) := g(s) + h(s), where g(s) and h(s) are as in Propositions 4 and 5, respectively.
As s — 07, using Proposition 4 and one application of L’Hopital’s rule gives g(s) = O(s?) (in fact,
one gets that g(s) = O(s17¢) for any fixed small positive ¢, but only O(s?) is necessary after later
comparison with the asymptotics for h(s)). Now, collectively, the sum of all of the terms with
k > 0 in the formula for h(s) in Proposition 5 go to zero as s — 07, since R(—s(n, k)) = 2k > 0.
Thus, as s = o — 07, separating out the & = 0 term of the sum, denoting it [k = 0]h(s), and

noting that s(n,0) = 22 we have,

~ logyp’
1 o - ) )
o) = k=) + 0 = o Y () T TG0+ F) 4 Ofa?),
nr0

so that

£0) = L2 [k = 0h(a) + Ofa).

The form of [k = 0]h(s) immediately implies that [k = 0]h(s) = [k = 0]h(ps).
Now, we calculate

d
n=-_ log Fy(e™?) .
__ d ((logs)? c3 2
= < Yogy (log s) gy 1) 4+co+2y+ f(s)+0O(s%) .
log o 1 c3
14 =— - — —1-+vV5-[k=0]h 0] .
(14) (- VB = @) o)
setting ho(s) := V5 - [k = 0Jh(s) + 1 — c3/log ¢ gives the result. O

Remark 3. Lemma 3 provides the leading two terms for n in terms of the saddle point «. Here,
the first term shows that the relationship is asymptotically monotonic, so that it can be inverted.
The second term is oscillatory. If one follows this method and tries to apply it to the distinct
Fibonacci partitions function ¢gr(n) the resulting asymptotic is not monotonic—the leading term is
oscillatory. This is precisely why this method doesn’t immediately generalise to distinct Fibonacci
partitions.

While the above lemma gives n as a function of «, we necessarily need « as a function of n to
apply the saddle point method. We achieve this via the Lambert W-function.

Proposition 6. There is a continuous 1-periodic function vo(x), such that for sufficiently small
a > 0, or, equivalently, for sufficiently large n,

log n

1774 (ew()(m)/logwn/ logw) <1 L0 (10gn>>

nlog n?
where W (x) denotes Lambert’s W -function.

o =

Proof. Note that the previous lemma gives that

() (0(5)

where hg(s) is fixed along any sequence {x¢™ },,>0. We use this property to invert the above rela-

tionship between a and n. Note that the relationship is invertible because the lead asymptotics are
: : . 1 1 1 B/A

strictly monotonic. Now, when one inverts n ~ A-log = + B, one gets a ~ A- W (e / %) /m o~

Alogn/n, where W(z) is Lambert’s W-function. Doing this along the sequences {x¢™},,,>0 to
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ensure a constant B = B(x), we then reconstruct, using a fundamental interval, say x € [, ©?],
to get a continuous 1-periodic function 1g(x) such that for large n,

nlogp

1574 e%}(%)/logwn/logw |
. }(1v0(22))

Here, we have used the original relationship to find that O(a/loga) = O(1/n), and then the
inverse, noting that W(n) ~ logn. O

In what follows, we will use Proposition 6 to give asymptotics for several functions of «, including
d
) d_z |s=u

for the asymptotics for each of these terms. In particular, first order asymptotics of the Lambert

no , loga and (log)2. To give our end result, we will need varying orders of precision

W-function will not be enough to deal with (log )2, though they will be enough for some terms
so we record them below. For convenience, we note here that the Lambert W-function satisfies,

loglog = ( loglog )

1 =1 — logl
(15) W(zx) =logz —loglogx + log = (log.1)?

as x — oo; see, e.g., Corless et al. [5].

Corollary 1. For sufficiently small o > 0, or, equivalently, for sufficiently large n,
1 log1
o logn (1_’_0<0gogn>>7
nlogep logn

loglogn
logn /)~

and

loga = —logn + loglogn — loglogp + O <
Proof. The first result follows directly from the fact that

W(z) =logz(1 4+ O(loglog z/log x))
for all x sufficiently large. The second follows immediately from the first. (I
Corollary 2. For sufficiently small o > 0, or, equivalently, for sufficiently large n,
_ —n’logp (|, (loglogn )\

s—a logn logn

Proof. We start with Lemma 3 in the form n = —log(«)/(alog ¢)+ 0 (1/a), and take a derivative,
then apply both parts of Corollary 1 to get

d_n _ log o L0 1 _ log 140 1 :7n2]ogg0 140 loglogn ’
ds|,_, oa?logy o? a?log log o logn logn

which finishes the proof. a

dn
ds

The final term necessary is (log a)?. Here, in addition to using the full asymptotic in (15), we
will use the fact that for any y, log W (y) = logy — W (y).
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Corollary 3. For sufficiently small o > 0, or, equivalently, for sufficiently large n,

4¢0(lzgn)
(loga)? =logn [ logn — 2loglogn — v + 2loglog ¢
log ¢
Hio( 1252
+ loglogn | loglogn +2 — ————% 4 2loglogp
log

200 {282 log log n)?
+(log10g<p)2—Tiv)—l—Qlogloggo—i-O(%).

Proof. We start with Proposition 6 and take the natural logarithm of both sides to obtain

logn 2
W (105w)/1gwn/10gcp 1 2
(16) (log@)? = | log ( ) +0 <((ﬁ%ﬂ)> ,

nlogp

since

W( (igig)/ gwn/]og(p)
nlogp

log = O(logn).

We now use the full force of (15) to give an asymptotic for the first term in (16), first noting that

W (et (B 050 10g )

log nlogy = log <ew()(%)/logwn/ log <p)
—log(nlogyp) — W <€w°(isﬁ)/logw”/ log 90)
O
- V) (e e g
Thus,
ogmn 2
W (eipo(}()@)/lf’g“’n/logcp) ¢0(}ggn)

) og _ | \°e¥/

nlogp log ¢

dJoGEgZ) Yo (1252 /log Po({282)/ log g 2
WW (6 e n/]oggp) +W(e Tog @ n/log@) .

For the middle term we use the first three terms of the asymptotic of W in (15) and, for the square,
we will use the square of all of (15), which is, as x — oo,
log1 2
W(z)? = (logz)* + (loglog z)? — 2log zloglog = + 2loglog z + O <(Oglozgx)> i
x
To this end, we to determine strong estimates for the asymptotics of log z, log log  and log x log log «
logn
with z = evo(185%)/ 1o “n/log p. Here, we have

logn
o(22)
(18) log (e¢0(L>Tw)/log‘0n/ log go) =logn + # — loglog
ogy

wo(}ggg) /logp —loglog ¢
logn

=logn | 1+
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and so, using that as y — 0, log(1 + %) = y — ¥%/2 + O(y?), we have

ogn ¢o(lgg") /logp — loglog ¢ 1
(19) loglog (ewo iu@)/log"’n/ log(p) = loglogn + o8 + O < ) .

logn (logn)?

So, using the above asymptotics,

i vo( 152) log]
(200 W (e%(io%)/log“’n/ log gp) =logn + loglogn + \loee) loglogp + O 0808 ,
log ¢ logn
and
2
(21) W ( how)/log@n/ logap) = (logn)? — 2lognloglogn
vl o 1)
—2logn | ———% —loglogy | + (loglogn)? + 2loglogn | 1 + loglog p — ———~
log ¢ log ¢
logn 2 logn
,¢O log ¢ 1110 log ¢ (log log n)2
——2 —loglogy | —2| ——% —loglogp | +O0 | —————|.
log ¢ log ¢ logn
Combining (16), (17), (20) and (21) gives the result. O

Proposition 7. Let f(s) := g(s) + h(s), where g(s) and h(s) are as in Propositions 4 and 5,
respectively. Then, as s — 0%, the function f(s) satisfies f(s) = f(¢s) + O(s%). That is, for
sufficiently small o > 0, or equivalently, for sufficiently large n,

f(a) =t Gogn) Lo <loglogn> ’
og logn

for some 1-periodic function ¥1(x), and any € > 0.

Proof. We proceed as in the proof of Lemma 3, and, as in that proof, separating out the &k = 0
term of the sum for f(a) and denoting it [k = 0]h(s), as s = a — 0T,

_27min

o) = Ik =0na) +0*) = = 3 (S5) T TR+ ) + 0fe?)

n=—oo

n#0

- @ i% <<%>_ (i) ¢+ ) +0(a?)
(22) loggp Z R ((COS (lig; log (%)) — isin (lig’; log (%)))

XF(Z‘/rzn)C(1+ 27rzn)) +O(a2)

log ¢ log ¢

Since both the sine and cosine functions are 27-periodic, (22) gives that f(s) = f(ps) + O(s?) as
s — 0%. Applying Corollary 1, we obtain

27j . (logn loglogn

T o () = —2 .

log ¢ og(\/g) ™ <loggp)+0< logn
Finally, we note that O(a?) = O((logn)?/n?) = O (loglogn/logn) and set 11 (s) = [k = 0]h(s) to
finish the proof. O

We now have all of the elements to continue with our proof Theorem 1 in the case of non-distinct
partitions of n.
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Proof of Theorem 1. We evaluate the pieces of the asymptotic in Theorem 4. Towards this end,
Proposition 6 combined with (20) gives,

no = ! w (ewo %)/Ingn/ logcp) 140 log n
log n2

logn
__logn  loglogn 1#0(@) loglog ¢ 0 <10g10gn)

~logy log ¢ (log )2 log ¢ logn
so that
(23) ene — em’lﬁo(igg: _IOf;olgoi“’nl/loggp(logn)l/log<p (1 +0 (101glogn>>
ogn

Corollary 2 gives

1 1 1 [logn 1/2 loglogn
@ ( — +O(n3/2>>_5<10gs0> <1+O( logn '

ds ls=q

It remains to determine the small «, and hence large n, asymptotics of Fa(e~%). To this end, we
combine Theorem 3 with Corollaries 1 and 3, and Proposition 7 to obtain, as n — oo,

log Fo(e™@) = (loga)” _ (log o) ( s 1) + e+ 2y + fla) + O0(a?)

2log ¢ log ¢
41/] (logn)
I 0\ To
L 10gn—210g10gn—7“+21oglogga+203—21og<p
2logp log
41/) (logn)
log1 0\ To
80BN ) otogn 42 — ——2%/ 4 9loglogp — 2¢3 + 2log o
2log p log ¢
logn
log log ¢)? 2%(—0) log1
(loglog)® log ¢ 8108% | 1oalogy (B 1
2log ¢ 2(log ¢)? log ¢ log ¢
logn log logn)?
+C2+27+w1<i>+0<w>_
log ¢ logn

Thus, we have

2
Fye™) = z/)g(n)n“(")(log n)b(") (1 +0 ((loglizgnn) >> 7

where 12(n) is the strictly positive bounded (above and below) function

logn
s (n) (log log ©)? 21/’0(102@) log log ¢
n) :=ex —
? Pl 21080 2(log p)? log

c logn
+log10g¢<—3—l>+02+27+¢1< = ))

log ¢ log ¢
logn
(n) .y 2log1 4%(135“’)”1 log ¢ + 2c5 — 21
a(n) := ogn — 2loglogn — ————~ oglo c3—2lo
21og o g glog log ¢ glogy 3 gy
oo( 522)
b(n) := loglogn +2 — ————% 4+ 2loglog v — 2¢5 + 2log o
2log log ¢

Combing the asymptotic for Fy(e™®) with equations (23) and (24) gives the desired result. O
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4. PARTITIONS OVER GENERAL LINEAR RECURRENCES WITH A DOMINANT ROOT

The results of the previous sections on Fibonacci partitions can be generalised to positive
recurrence sequences P, with an irreducible characteristic polynomial having a positive dominant
real root and such that P, = 1. We will also assume that the values P, are distinct. Here, we
require P; = 1 so that there always exists a non-distinct partition of n over P,. The restriction
on the values of P, being distinct is not a very strict one—since the recursion has a dominant
real root there are at most finitely many repeated values, so an analysis analogous to moving
between F'(x) and Fs(x) is possible, and uncomplicated. For such P,, we wish to asymptotically
understand the number of solutions to

(25) n=aP+aP+- - +apPp+---.

As before, we let pp(n) denote the number of non-distinct partitions of n over the sequence P,,
that is, solutions to (1) in nonnegative integers ay.

The case of partitions over P, is carried out exactly as in the case with the Fibonacci num-
bers F,, but with the Fibonacci zeta function replaced by the zeta function (p(z) which is the
meromorphic continuation of the Dirichlet series -, P (%(z) > 0). Here, we consider the
generating function,

Fp(z) = pr(n)x" = H (1- Z'Pk)_l .
n>0 E>1

To complete our analysis, we use the following result of Serrano Holdago and Navas Vicente [15],
which is a generalisation of Navas [10].

Proposition 8 (Serrano Holdago and Navas Vicente, 2023). Let P(x) be the minimal polynomial
with deg P(x) = r of the linear recurrence P,, (as described above) and let § > 1 be the dominant
root of P(x). Then the Dirichlet series (p(2) := > 5, Py © (R(2) > 0) can be analytically contin-
ued to a meromorphic function, also denoted (p(2), all of whose singularities are simple poles at
the points

log |8~ g3 "2 - g ang(BM By T B ) 4 2mm

s(n, k) = log 5 +1 Tog 3 ,

where k = (k1,...,kr—1), B2,...,Br are the algebraic conjugates of B, n € Z and the parameters

ki,...,kr-_1 are integers satisfying 0 < kr_1 < kp_o < --- < k1.

We adopt the terminology of Proposition 8 for the rest of this section along with the definitions
of the real numbers A = A1, Ao, ..., A\, which satisfy

Py = AB" 4+ XaBE 4 + A

Note that since P, is strictly increasing, we necessarily have that A > 0.
Continuing the analogy with the Fibonacci partitions, we need asymptotic results, as s — 07,

of the functions
1 a+100
log Fele™) =5 [ 5T+ 2)Gl)de
As before, we have a few different types of poles to consider:

a triple pole at z = 0 in the case of Fp(e™*),

_ log(p/|fal)

simple poles at countable (and separated) non-integer real values z < ou B

double poles at z € —N, and

simple poles off the real line at z = s(n, k).
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Now, it is clear from the previous analysis on Fibonacci partitions that the main contribution
will come from the pole at z = 0, which comes only from k& = 0 = (0,...,0). The negative real
poles will give a cumulative contribution of O(smin{logw”ﬁ?Wlog B.1=e}) for any fixed € > 0, since
slogs = O(s'7¢) for any fixed ¢ > 0 as s — 0T. As well, the simple poles off the real line contribute
a function fa(s) toward log Fip(e~*), that satisfies fo(s) = fa(Bs) + O(smintloe(8/152D)/log f.1=¢}),
It remains to obtain the contributions from the pole at z = 0. For these, we require the following
result.

Lemma 4. Near z =0, we have

1 1 logx 1 ((log)\)2 log/\+logﬂ

logﬂ.;_logﬂ_i 2log B8 2 12

. k1 kr_o) (ApBF)kr—1 r—1 ks
where Cr = o1 Tgo 75 (1) -+ (073 G (szz(kjﬂf)kﬁ kj)'

Proof. Following Serrano Holdago and Navas Vicente [15], we write

kgl;< >< )<k ();\;:Z;k; (H (A By s+ ks
e BB G

Cp(2) = +01> 2+ 0(2%),

B (T ik
TTBf R

k) z k‘l
k>1 k>1 kA0 (ABF)** =2
T+ Z Z L(z+ k1) ( > e (k"—2> )t ﬁ()\ﬂ’?)kﬁl—kj
- k>1k#0 QLI k1) (ABE)=Th =2 "
where >, = 37, o kz 0 Z::T:O' Again, using that ﬁ =24+0(%) and T'(z + k1) =

(k1 — D!+ O(z) near z = 0, along with the asymptotic expansions
AP =1-zlogA+ = (log)\) 24 0(2%),

and
log 8

1
2 12

111
z

51 iogh 2+ 0(2?),

we have that

1 1 logX 1 log A2 logA lo
Cp(z) = g ((g) g g

2
o osr 2 . O
3log 5 1 +C1>Z+O(z)

In the following result, we use Lemma 4 to determine the asymptotic behaviour of the function
log Fp(e™®) as s — 0. All of the expansions of the functions involved, s7*, I'(z) and ((1 + z),
have been noted somewhere in the previous sections of this work—we use them below without
further reference.

Proposition 9. For any fized € € (0,1), as s — 0T, the function Fp(z) defined above satisfies,

. (logs)?  [(logh 1 2 :
log Fp(e™®) = (log s) I ( og LI v )10g8+02+f2(8)+O(Srn111{log(6/ﬁ2|)/10g671—6}),

2log B logB 2 logp
where
1 1/, 9 logh 1 (log\)?  logA logp
= - Z ) - P
C: 1og5<2<V +6>+7 71) (logﬂ+2 " Qlogs T2 T2 T

and fo(s) = f2(Bs) + O(s min{log(8/|52[)/log B,1-¢})
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Proof. Note that near z = 0, we have
1 1
sTTR)C(L+2) = — + (27— logs)~

1 2 1 2
+ (5 (72 + %) +7% =y —2ylogs + @) + O(z),

so that, using Lemma 4, we have that

Res {s~T(2)((1+ 2)Cp(2)} = — (1 (72+”—2>+72_%_2710g5+@>

log 3 \ 2 6
logA 1
==+ (2y-1
(244 2) b
logA)?  logh 1
(logA)° | logA | logf
2log 8 2 12
(log 5)? logh 1 2
= ———— 1 .
210g5+ logB 2 logp 085+t

The contributions coming from the rest of the poles are as discussed before the statement of
Lemma 4. [

On inspection, one notices that the dominant asymptotic terms of log Fp(e™*) are precisely
the dominant asymptotic terms of log F5(e™*), the function related to the Fibonacci partitions,
after substituting 5 for ¢. Of course, this is not so surprising, as the Fibonacci numbers Fj, are
just a special case of the more general sequence Pj. The property of note, here, is regarding the
associated saddle point. Since the leading order behaviour is the same, the saddle points satisfy
the same leading order asymptotics. In particular, Proposition 6 and its corollaries hold for the
saddle point ap, related to non-distinct partitions of n over Py, and so also then, do (23) and
(24). We use these results, as well as this notation, below.

Proof of Theorem 2. By Proposition 9, Proposition 6 and its corollaries, the small-ar, asymp-

totics, or, equivalently, the large-n asymptotics satisty,

B (logar,)? 2y logh 1
log Fp(e=orr) = o 2F) =L _ 52 =
og Fr(e ) 2log 3 (log ar,) logB logB 2

+Cy + folar,) + O<ar;pin{log(ﬁ/|ﬂ2\)/logﬁ,l—s})

logn
I (252
— oen logn—210glogn—7lg<p + 2loglog 8 + 4y — 2log A — log B
2log log 3
logn
log1 4¢3(0 )
BB oglogn +2 — — 52 4 9loglog B — 4y + 2log A + log 8
2log 3 log 3
logn
(loglog B)* ¢3(10g6) loglogB 1
— 142y —log\)———=— — - logl
T olgs (ogp)r TR Tls T g loslos
1 log1 2
(2B 4 o (Uoslosn))
log logn

where ¥3(x) and 14(z) are explicitly computable 1-periodic functions that are analogous to ()
and 91 (), respectively. Thus, we have

—QFp) — logn c(n) d(n) (log 1Og n)2
Fp(e )_w5(logﬁ>n (logn) 1+0 “ogn ))
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where 15(n) is the 1-periodic positive function

(loglog 8)>  43(x) loglogs 1
= — 1+2vy—1 ——— — —logl
Ps(x) 1= exp 210 (log )7 + (1427 —log\) Tog 5 108 og B+ Co + Pa(x) |,
logn
()*; logn — 2loglo waLQlo log f + 4y — 2log A — log 3
cn) = 210g 8 gn glogn log 8 g log 2l g g )
| )
d(n) := —— [ loglogn +2 — ———~ 4+ 2loglog 8 — 47 + 2log A + log 8
2log g log g

Combing the asymptotic for Fp(e™*Fr) with equations (23) and (24) gives the desired result. O
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