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Abstract

In recent years, the spectral properties of the translation invariant Nelson
model has been studied. Some of the results obtained did not extend to the
related polaron model for technical reasons related to the typical assumption
of boundedness of the phonon dispersion relation in the polaron model. In
this paper we work with a large class of linearly coupled translation invariant
models which includes both the Nelson model and H. Frohlich’s polaron model.
The problems considered are chosen based on relevance for the polaron model.
A key input is an analysis of the behaviour of the bottom of the spectrum of
the fiber Hamiltonians at large total momentum.

*Supported by a Skou stipend from the Danish research agency.
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1 Introduction
In this paper we study the operator on L*(R”) ® F given by
H = Hy+ ®(e **v), where Hy=Q(1V,)® Lr + Lj2r) ® dl'(w), (1.1)

and 2 and w are dispersion relations for a non-relativistic particle and a scalar field
respectively. The particle position is denoted by x and the phonon momentum by k.
Throughout the paper we use the I' functor to denote second quantization. We write
F =T(L*(R")) for the symmetric Fock space over L*(R”). The coupling function v
is assumed to be an L?(R¥) function and the field operator ®(g) is defined by

®(g) = /V(g(k‘)a*(k‘) + g(k)"a(k))dk, (1.2)

for g € L*(R”; B(L*(R"))). Here a*(k) and a(k) are phonon creation and annihilation
operators. They satisfy the canonical commutation relations.

The operator H has an important symmetry. It is translation invariant, in the
sense that it commutes with the operator of total momentum

P =1V,®1r+ Iz ® dl(k). (1.3)

Using a unitary transform which goes back to Lee-Low-Pines [27] one can bring H
on the form ¢, H({)d¢ on L*(R”; F), where the fiber Hamiltonians H (&) are given
by

H(§) = Ho(€) + (v), where Ho(§) = Q(§ — dl'(k)) + dl'(w) (1.4)

as operators on F. The Lee-Low-Pines transform is given by
ILLP = (F (%9 ﬂ]:) e} F(eiik.x), (15)

where F' denotes the Fourier transform in L?(R”). The field operator ®(v) is de-
fined as in (1.2). We refer to the set {({, E)|§ € R", E € o(H(£))} as the energy-
momentum spectrum of H. We are mainly interested in the bottom of this set, in
particular the ground state as a function of total momentum

Y0(§) = infa(H(E)), (1.6)

and the bottom of the essential spectrum.

An important motivating example is H. Frohlich’s polaron model [13] of one
electron (or hole) in a ionic crystal. Here Q(n) = n?/(2M.g), w(k) = hwy > 0 a
constant, and v a coupling function which in 3 dimensions take the form

1
1 1

) (47r)é(27r)—3ﬂ (1.7)

We remark that in the literature v often comes with a factor i. This factor can

be removed by the unitary transformation lz2gvy ® I'(ill 2(rv)) (see also (4.2)). For

general v > 1, the coupling function is a multiple of |k|~®*~1/2 (a constant in dimen-

sion 1), see [34]. The mass Mg is an effective mass which comes from approximating

o(k) = v/ahuy (

QMeff(UO
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an electron in a static periodic background potential by a free electron with an effec-
tive mass. The frequency wy is that of long wavelength longitudinal optical phonons.
The acoustic phonons as well as the transverse optical phonons are neglected. (The
acoustic phonons do not contribute to the polarization of the crystal, since they
model vibrations of neutral unit cells consisting of two oppositely charged ions.)

H. Frohlich’s model is often called the large polaron model, because in its deriva-
tion [12, 13, 26] it is assumed that the charged particle is smeared out over a region
large compared to the lattice spacing. This permits a continuum approximation and
explains that the entire momentum space is used, and not just a bounded Brillouin
zone. (In [27] the charge distribution of the polaron, i.e. a ground state, is computed
and the result is consistent with this assumption.) It should also be noted that a
thermodynamic limit (infinite crystal) is implied by the choice of a continuum for
the phonon momentum space. The model is ultraviolet singular and infrared regu-
lar (v is not square integrable at infinity in any dimension) and one has to add an
ultraviolet cutoff to make v square integrable.

We remark that it is common in the literature to take a finite size continuous
crystal. Let A C R” be a box of side length L and write A for the Laplacian
in L2(A), the electron (hole) Hilbert space, with periodic boundary conditions (to
retain translation invariance). The momentum space for the phonons is now the
dual lattice A* = [Z/(27L)]” and the Fock-space for the phonons is T'(/*(A*)). The
total momentum (with d/0z; defined again using periodic boundary conditions) has
discrete spectrum equal to A*. Note that the integral in (1.2) should be replaced
by (27L)™" Y > and hence an infrared singularity appears at & = 0, which one
should remove by redefining v at 0. Our results, suitably reformulated, holds in this
situation also. We make no further remarks on this.

Another model, the small polaron model, is used if the charged particle is lo-
calized on a length scale comparable to the lattice spacing. Here one can use the
Holstein Hamiltonian [25] which we briefly explain. The crystal is kept as a cubic
lattice, either infinite or periodic, with lattice spacing equal to 1, and the electron is
confined to the lattice sites. The electron kinetic energy is modelled by a translation
invariant hopping matrix, e.g. the discrete Laplacian, and the phonon momentum
space is the dual lattice (the Brillouin zone [—m, 7] for an infinite crystal). The
fiber Hamiltonians again take the form (1.4), where €2 is here the Fourier transform
of the hopping matrix, e.g. » 7, (1 — cos(k;)) for the discrete Laplacian. For more
material we refer the reader to [30].

For an overview of a number of polaron models and their properties see the
review by Devreese [8].

Inspired by the Frohlich polaron Nelson introduced in [33] (see also [6]) a phe-
nomenological model for non-relativistic charged particles interacting with a scalar
field, often referred to as the Nelson model. In the one-particle sector it has the
form (1.1) but with Q(n) = 1%/(2M), w(k) = V&2 + m? and v(k) = gw(k)~2. Here
M is the (bare) mass of the charged particle, m the mass of the field particle, and
g a coupling constant. As for the Frohlich polaron, the model has an ultraviolet
singularity. Nelson noted that an ultraviolet cutoff can be removed by subtraction
of an infinite self energy, without leaving the physical Hilbert space, hence defining
the model rigorously. The same holds true for the Frohlich polaron [19].
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In 1973-74 J. Frohlich’s PhD thesis appeared in the form of two papers [15,
16]. They were concerned with the spectral and scattering theory for the massless
translation invariant Nelson model (in the one-particle sector), in particular in the
context of the infrared problem. These two papers are the starting point for most
mathematical work on the operator (1.1) in the last 30 years. The methods employed
are robust and the results obtained on the structure of the bottom of the energy-
momentum spectrum extend to w which are subadditive and satisfies w(k) — oo
for |k| — oo. The Nelson analogue of the polaron model is the massive translation
invariant Nelson model.

The structure of the bottom of the energy-momentum spectrum of models of
the form (1.1) has been studied by a number of authors [3, 19, 24, 31, 32, 39, 40].
Many of the results obtained were proved using the property w(k) — oo for |k| — oo
and do for a particular technical reason not extend to H. Frohlich’s polaron model
(with the exception of [3] where the situation is the excact opposite). This paper is
devoted to overcoming this difficulty. In particular we make an effort to work with
minimal assumptions, cf. Section 2, on €2, w and v, such as to encompass models
of the form (1.1) which typically appear in the literature. When presenting our
main theorems we have made an effort to focus on results pertinent to the Frohlich
polaron. Recently a relativistic electron, modelled by the Dirac operator, linearly
coupled to a massless field was analyzed in [36]. For minimally coupled models we
refer the reader to the monograph [41] and the references therein.

We list in telegraphic style the results obtained leaving comments on the litera-
ture to Section 2, where the precise statements are given. All results are concerned
with the structure of the bottom of the energy-momentum spectrum and holds
for all coupling strengths: An HVZ theorem determining the essential spectrum,
uniqueness of groundstates, (strict) monotonicity of ¥o(&) and inf[oess(H (€))] in the
coupling function, and existence/non-existence of groundstates for H(§).

A central theme in the paper is a study of the spectral gap inf[oes(H (£))] — 20 (€)
in the limit of large total momentum |{| — co. We show that for a class of models
including the Frohlich polaron (but not the Nelson model) the spectral gap closes
in the limit of large total momentum. This is the key new observation which we
use to conclude a number of our results. We repeat that these results are already
known under the assumption w(k) — oo. The contribution here is the extension
to the polaron model, or more generally, models where w(k) 4 oo. Our central
new results are not relevant for the Holstein model, because the phonon momentum
space in that model is bounded.

We remark that the early literature on the Frohlich polaron was focused on
the groundstate energy and the effective mass (inverse curvature of §& — ¥y(§)
at £ = 0). This was a particulary challenging problem because the value of the
coupling constant « for typical ionic crystals is not small (typically between 3 and
6, cf. [12, 27]), and perturbation theory is inadequate. In fact the main thrust was
towards large coupling results, cf. the key papers [27, 28]. In [11] Feynman applied
his newly invented path integral technique to get bounds on the groundstate energy
valid for all o, an idea pursued and made mathematically rigorous in [9], see also
[39] and the more recent paper [29] where the authors derive the large coupling
asymptotics together with an error bound.
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In Section 2 we formulate precise assumptions and state our main theorems.
In Section 3 we prove the HVZ theorem and in Section 4 we discuss uniqueness of
groundstates and derive some consequences. The core of the paper is Section 5 where
we analyze the bottom of the spectrum at large total momentum, and prove the main
new results. We have included here for completeness some considerations which are
not so relevant for the particular case of the Frohlich polaron. In Appendix A we
recall a partition of unity in Fock-space, and in Appendix B we discuss how to
extend all of our main results to models with a weak ultraviolet singularity.

2 Model and results

We begin with basic assumptions on the two dispersion relations.

Condition 2.1. (The particle dispersion relation) Let Q € C?(RY) satisfy that
Q>0 and

i) There ezists Cq such that for all n € R we have |VQ(n)| < Caof2(n) + Cq.
i) Co = sup, e | VZQ(n)|| < oco.

Condition 2.2. (The phonon dispersion relation) We have w € C°(R") and
wo > 0, the phonon mass, such that infrerr w(k) = wo.

Assuming Conditions 2.1 i) and 2.2, we can construct the Hamiltonian’s (1.1)
and (1.4) as follows (for more details see e.g. [16, 31]). Let

Co” = Fan(C5°(RY)), (2.1)

where I'g, (V) denotes the subspace of elements of the form (u, . .., u,,0,...), where
the u,’s are elements from /¢-fold algebraic tensor products of V. Clearly Hj is
essentially self-adjoint on C§°(R") ® C§° and the Hy(€)’s are essentially self-adjoint
on Cg°.

As for H, the field operator ®(e #*v) is 1j2gv) ® dI'(w)-bounded with relative
bound zero. Hence, by Kato-Rellich, H is self-adjoint on D(Hj) and essentially self-
adjoint on C§°(R") ® C§°. Another application of Kato-Rellich shows that D(Hy(§))
is independent of £&. We denote the common domain by D. Secondly, as above,
®(v) is dI'(w)-bounded with relative bound zero so H(§) is self-adjoint on D and
essentially self-adjoint on C§°.

Condition 2.3. Let w and 2 be continuous functions satisfying either that there
exists {k;}jen C RY with lim;_, |k;| = 0o such that

lim w(k;)™' =0 (2.2)
j—o00
or
supw(k) < oo and lim Q(n)~' =0. (2.3)

k [n|—o0
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Forn>1and k= (ki,...,k,) € R™ we write
E™ =k + -+ k. (2.4)

We now introduce the bottom of the spectrum for a composite system at total
momentum &, consisting of an interacting system in the ground state at total mo-
mentum & — k™ and n non-interacting phonons with momenta k:

557 (k) 1= Do (€ — k™) + Zn:w(kj)- (2.5)

The following functions are thresholds due to ground states dressed by n free
phonons, at critical momenta:

567(€) = inf 5" (€ k). (2.6)

EER”V

There may be other thresholds coming from other local extrema of k£ — E(()") (& k)
and likewise from exited bands of eigenvalues. The bottom of the essential spectrum
(see Theorem 2.1 below)

Sess(€) = inf S§7(€). (2.7)

n>1

The first result is the HVZ theorem, which goes back to J. Frohlich [16] who
proved i) below for the massless translation invariant Nelson model. His proof,
which relies on a method of Glimm and Jaffe [20], extends to models where w is
subadditive and w(k) — oo for |k| — oo. Spohn established in [40] that e ()
is the bottom of the essential spectrum, again assuming w to be subadditive. A
result which shows up again in [19]. However in the latter two papers, the authors
refer to J. Frohlich for a crucial step where the property w(k) — oo is used, and
no mention is made of how to repair it. In [31], i) and ii) below were established
(using the method of [7]) without the subadditivity assumption, but still with the
assumption w(k) — oo. The proof we give here follows the Glimm-Jaffe approach
and establishes i) in full detail, and we argue using the proof given in [31] how to
verify ii). The remaining statement iii) is only non-trivial under the assumption
(2.3), where the result is new. The proof relies on the vanishing of Y (&) — Xo(&)
at large total momentum, cf. Theorem 2.4 below.

Theorem 2.1. Suppose v € L*(R"), Conditions 2.1 and 2.2. We have

i) The spectrum of H (&) below Yess(€) consists at most of eigenvalues of finite
multiplicity, with Yess(€) as the only possible accumulation point.

i) We have {SY(&: k) |n € Nand k € R™} C ou(H(E)).
iii) If Condition 2.3 is also satisfied then oess(H (§)) = [Eess(§), 00).

Remark 2.2. 1) Note that there are no gaps in the essential spectrum of the un-
coupled model v = 0 if w(k) = wy > 0 a constant and (n) — oo, for |n| — oco. It
should be noted that the choice Q@ = 0 and w(k) = wy > 0 yields H(&) = woN + P(v)
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which is unitarily equivalent to woN — wy *||v||3. Hence H(£) has plenty of gaps in
the essential spectrum in this case. Here N = dI'(ll2gv) is the phonon number
operator.

2) In general the inclusion in Theorem 2.1 ii) may be strict, if there are gaps in
the set on the left-hand side and the model has excited bands of eigenvalues. These
bands could give rise to extra contributions to the essential spectrum which may
narrow the gaps. The only result on existence/non-existence of excited bands of
eigenvalues is due to [3]: For Q(n) = 7%, a class of w’s, which include the constant
function (but exclude VA% +m?2, m > 0), and v’s which are smooth with all deriva-
tives vanishing faster than a polynomial (implying a strong infrared reguralization
as well as an ultraviolet one), they prove that for small values of a coupling constant
there are no excited eigenstates for H (&) below 35().

3) Note that 0 < Eegs(€) — 2o(€) < w(0). We do not assume in this paper that
w(0) = wp, so the spectral gap may be bigger than wy.

We introduce the notation Z, C R” for the set of total momenta where H(§)
admits an isolated groundstate

To = {§ € RY|Z0(€) < Xess(8)}- (2.8)

Note that {{ € R”|Xy(§) < inf, o(n) + wo} C Zp. In particular Zy # 0.

The following theorem is concerned with uniqueness of groundstates, a type
of result which is usually proved by a suitable Perron-Frobenius theorem. It was
established for £ = 0 by L. Gross in [21] using the Schrodinger representation of the
free field, but this method does not extend to £ # 0 and assumes that

n — exp(—t€2(n)) is positive definite for all ¢ > 0. (2.9)

(See also [19].) In [16] (cf. also [31] and [40]) an abstract Perron-Frobenius theorem
of Faris was employed to establish uniquess of groundstates for all ¢ provided v # 0
a.e. and real-valued. Here the property (2.9) is not needed. We improve this result
in two directions. We avoid the assumption that v be real-valued (a trivial extension
of the proof in [31]) and we show that isolated groundstates are unique without any
assumption on v apart from it being square integrable. This is particularly useful
since one often employs sharp ultraviolet cutoffs.

Theorem 2.3. Let £ € RY. Assume v € L*(R") and Conditions 2.1 and 2.2. If
Y0(&) is an eigenvalue for H() and either v # 0 a.e. or & € Iy, then Xo(§) is non-

degenerate. Furthermore, the groundstate 1 = (wéo), e ,wén), ...) can be chosen
such that: wéo) > 0 and for anyn > 1

(=1)"0(kr) - o(kn)u” (k) > 0 ae. in {k € R™|Vj: v(k;) £0}  (210)
(k) =0 ae. in {k € R™|3j s.t. v(k;) = 0}. (2.11)

The proof is a combination of the method of J. Frohlich and an application of
the HVZ theorem.

The central new observation used to prove Theorem 2.1 iii) in the case of bounded
w’s is the following result, which is a special case of the more general Theorem 5.2,
which is formulated and proved in Section 5. Before stating the result we impose a
condition which is slightly stronger than Condition 2.3.
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Condition 2.4. Let w and ) be continuous functions satisfying either

lim w(k)™ =0 (2.12)

k| —o0

or there exists a sequence {k;}jen C R”, with |k;| — oo for j — oo, such that

. w(n)
supw(k;) < oo and lim —= = 0. 2.13
P (k) A o) (2.13)

We have

Theorem 2.4. Suppose v € L*(R”), Conditions 2.1, 2.2, and (2.13). Then for any
YeR
lim Yess(&) — Xo(€) = 0.

The reader should of course keep in mind the Frohlich polaron w(k) = wy, for
which sup, ¥(§) < oo. This theorem may seem trivial in light of the uncoupled
model where the ground state disappears into the essential spectrum. It should be
seen in connection with a surprising result of Spohn [40, Section 5], Theorem 2.6 1)
below.

We pause to introduce some notation. Let vy, v, € L*(R”). We will distinguish
between the interacting Hamiltonians Hy(€) + ®(v;) by adding an index, i.e. Hy(§)
and Hy(§). Likewise we will distinguish spectral functions by adding an index as in

EO,Z’(&) = HlfO'(HZ(f)) and Eess,’i(é) = inf Uess(Hi(f))-
We derive the following monotonicity result from Theorems 2.3 and 2.4.

Corollary 2.5. Suppose Conditions 2.1 and 2.2. Let vy,vo € L*(R") be coupling

functions satisfying
010 > 0 a.e. and |vy]| > |vo| a.e. (2.14)

Then for all & we have
i) $01(§) < Xo2(8) and Yess1(§) < Vess2(§)-

i) If in addition Condition 2.4 is satisfied, v1 # 0 a.e. and vy # vy, then 3o ;1(§) <
20,2(5) and EGSS,].(S) < 2655,2(5)'

For the remaining theorem we impose the following condition

Condition 2.5. The phonon dispersion relation w is strictly subadditive, that is:
Vkl, ky e RV : w(kl + k’g) < w(k‘l) + u}(kg). (215)
We furthermore require that either limyg oo w(k) ™ = 0 or: w is bounded,

‘l|im Q(n) =0 and 2l|i’£|ninfw(k) > supw(k). (2.16)
n|—o0 —0 k

See Remark 5.6 for a discussion of (2.16). Note that the last part of Condition 2.5
implies Condition 2.4. If w is subadditive (inequality instead of strict inequality in
(2.15)) then Tesy(§) = 7 (9).

We have
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Theorem 2.6. Suppose Conditions 2.1, 2.2 and 2.5,

ve L*(R”) and VR >0: essinf [v(k)| > 0. (2.17)
kilk|<R

Then

i) Forv € {1,2} and all £ € RY, the bottom of the spectrum 3o(&) is an isolated
eigenvalue.

ii) Forv € {3,4} and & & Ty, the bottom of the spectrum ¥o(§) is not an eigenvalue.

In dimension v = 3 a formal calculation of Feynman, cf. [12], indicates that
Ty should remain a bounded set when the coupling is turned on, but this has only
been established for weak coupling in [3], under the assumptions outlined in Re-
mark 2.2 2).

Spohn proved i) above, but under a technical condition which excluded the Nel-
son model, and under the implicit condition that the function k£ — E(()l) (&; k) attains
its infimum. This condition was verified by Spohn in the following situation: Under
the assumption (2.9), an argument of L. Gross [21] shows that £ = 0 is a global
minimum of { — ¥¢(§). If in addition w attains its supremum at infinity (this is
in particular true if w is constant) then the implicit condition is clearly satisfied.
Our condition (2.16) is more natural as is illustrated by Remark 5.6, and we do not
require (2.9). We remark that it has been observed by Gerlach and Léwen [19] that
¢ = 0 is a unique global minimum of ¥, under the assumption (2.9).

In [31] the theorem above was established for the Nelson model and a proof of
i) simpler than Spohn’s was given. We verify Spohn’s implicit assumption on the
mass-shell and hence prove the result for the wider class of polaron models considered
here. The proof of ii) in [31] reduces in the case of the polaron model to a similar
problem as for i). The property (2.10) and Theorem 2.4 are key ingredients in the
proof.

In the presence of a weak ultraviolet singularity with w=2v € L2(R") the Hamil-
tonian can be defined via the KLMN theorem. All the results in this section remain
valid as formulated, except for Theorem 2.6 ii) for which we require the extra as-
sumption (B.7). We refer the reader to Appendix B where this problem is addressed.
Note that this is only of interest if w is unbounded.

The class of UV singular models just discussed is not large enough to include
physical models. In the litterature three different renormalization schemes have
been used. The simplest approach is due to Nelson [33] and has been implemented
for Q(n) = n? only. Here a dressing transformation is applied and in the new
coordinate system a limiting renormalized operator can be defined via the KLMN
theorem after subtraction of an infinite self energy. This idea has been pursued
further by Cannon [6].

The second method, which goes back to lecture notes of Hepp [23], has only
been applied for Q(n) = /n? 4+ M? and consists of a systematic reordering of a
perturbation expansion of the resolvent of the Hamiltonian (shifted by a self-energy).
This method was implemented in the thesis of Eckmann [10], for an interaction
resembling that of the Nelson model, (see also [1, 2]), and adapted to the massless
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Nelson model by Frohlich [16]. A full renormalization has not been achieved (in
dimension 3) becaue of the condition 0 < wv(k) < C(|k| + 1)~z imposed on the
coupling function.

The third method is due to Gross [22] and Sloan [37], and as the second method
it has also only been implemented for Q(n) = /7> + M 2. Here a renormalized
resolvent is constructed pointwise using a compactness argument, which gives exis-
tence, but not uniqueness, of a limiting resolvent in the strong resolvent sense. This
result is weaker than the two others which give norm-resolvent convergence. Gross
implemented this method by renormalizing the mass whereas Sloan renormalized
the self-energy as was also done in the other two approaches. (Gross constructed
a completely renormalized model in three dimensions but this requires a change of
Hilbert space. Sloan worked in dimension two where this is not nescessary.)

Finally we discuss the type of results presented above in the context of renor-
malized Hamiltonians. Here only Hamiltonians constructed via the first method has
been analyzed. The HVZ theorem has been established in [19, 40] (for subaddi-
tive w’s) but the proofs need elaboration, just as is explained in Section 2.1 for the
non-singular case. (This can be done but we have elected to omit the details here.)
The extension of the Perron-Frobenius argument to the renormalized Hamiltonian
is claimed in [16] but the details were left to a preprint [14]. The proofs of the re-
maining results in this paper rely on groundstates having non-zero overlap with the
vacuum, which is a consequence of the resolvent of the Hamiltonian being positivity
improving. Without that information the arguments wont work. (This includes the
proofs given in [19, 40].)

3 On the HVZ theorem

We will give a proof of Theorem 2.1 i) following the Glimm-Jaffe approach, [20],
which was employed by Frohlich in [16, Section 2.1]. As for Theorem 2.1 ii) we
explain how to employ the proof given in [31] for the Nelson model. Throughout
this section we assume Conditions 2.1 and 2.2.

The strategy of the proof is the same as the one outlined in [19], and consists of
two steps. First we prove the result for compactly supported v’s, and secondly we
extend the result to general v’s in L?(R¥).

Let 0 > 0 and write as a disjoint union R = U, es7K5(n), where Ks(n) =
x7_1[n;,m; +0). We write 7, for the unique n € §Z" with k € Ks(n). For k € R™
we write 1, € 6Z™ for the vector (Mkys - - -5 Mk, )- Furthermore, for n € R™ we write
Ksln) = xiiK(m).

For the following constructions we assume that v has compact support.

For 6 > 0 let ns be the smallest integer such that supp(v) C [—dng, ong)” =: As.
Note that dns is bounded uniformly in 0 < § < 1.

We define a discretized dispersion relation and form factor,

u)g(k) =

if ke A
{w(?k) : * and v; = Psv, (3.1)

k) if k & As
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where Ps: L*(R”) — L*(R) is an orthogonal projection defined by
(Psv)(k) = 5_”/ v(k") dk'. (3.2)
Ks(nx)

We note that s — lims .o P5 = lp2gv), as can be seen by computing the limit on
the dense subspace of compactly supported continuous functions. This observation
implies
li — =0. 3.3
lim [0 — vg]| (33)

As approximating Hamiltonians we take
Hs(&) == Hos(€) + D(vs), where Hy (&) := dI'(ws) + Q& — dI'(nx)).

We leave the proof of the following to the reader (cf. the proof of [31, Proposi-
tion 1.1])

Lemma 3.1. Fiz§ > 0. Letv € L*(R”) and assume Q and w, satisfy Conditions 2.1
and 2.2 respectively. Then

i) D(Hos(€)) is independent of & and we denote it by Ds.

i) ®(vs) is Hos(€)-bounded with relative bound 0. Hgs(§) is bounded from below,
self-adjoint on D(Hs(§)) = Ds, and essentially self-adjoint on C§°.

iii) The bottom of the spectrum, & — o 5(§) := inf o(Hs(E)), is Lipschitz continu-
ous.

We introduce

S0HE k) = Bos(E — K +Zw5

S5(E) = inf R3(& k).

kEREV

Lemma 3.2. Fiz § > 0. Then the spectrum of Hs(§) below ming>q E((f();(ﬁ) consists
at most of isolated eigenvalues with finite multiplicity.

Proof. Let ho = {f € L*(R")|Vn € 6Z"NAs : f/Ca(n) f(k)dk =0}, and b = b is the
finite dimensional subspace consisting of functions vanishing outside A5 and constant
on Ks(n), n € 6Z". Let j = (jo,joo), Where ju are the orthogonal projections onto
4. Then f’( j), the geometric partition of unity recalled in Appendix A, is a unitary
map from ['(L?(R¥)) to I'(hy) @ I'(hs ). Below we will consider the operator Hs(€)
on the Fock space I'(ho), on which it is naturally defined. We use the same notation
for the restricted operator. As in [31, Section 2.5, we write

H;(€) = T(5) Hy* ()T (5),
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where we split T'(ho) @ I'(hoo) = I'(ho) @ [®52,T(ho) @ I'?(hs)] and identify I'(ho) ®
I'“(hs) with a subspace of L2, (R%; ). Here the subscript sym indicates that the
functions are symmetric under interchange of the R”-valued variables. We get

HE(€) @ ]{ HO (& k) dk: (3.4)
H{(& k) = Hy(& — kO) + [Zwa }llr (bo)- (3.5)

We thus find
H3™ (&) Tr(ny) @ (N > 1) > min Eo 5(©)Trgry) ® I(N > 1). (3.6)

Since (Hs(£)+1) '@ 1(N = 0) is compact we find for any f € C5°(R) with supp(f) C
(—o0, ming>y E( 5(8)), that f(Hs(€)) is compact. This completes the proof. O

Lemma 3.3. Let v, 0 € L*(R¥). Then for ¢ € D we have

|<w,¢<v>>|<:2w5%nvnnwna< [Ho(©) + @@= + (0. 2@)w)]2)  (3.7)
[, B(0))] < g * [0l [0 (& [Ho€) + 2@))[* + g ol I]% (3.8)
The estimates (3.7) and (3.8) hold also with Hy (&) replaced by Hys(§).
Proof. Recall the formula

(@()y) ™ (ky, ... ky) = Vn+1 / ) Ok )V (K1, . kg )dhngr ae.,  (3.9)
which, for ¢ € C§°, is meaningful for any distribution v. Using this identity we get
{0, a(v)d)|
<Z/ Wb R VT Tk )0 D ks, bl

(n+1)u

_1 n
< w QUHZHw( il
n=0

X ((n+1)/( ) Wk )|V (K k) PdEy - - dnga)
Rn+1 v

=

< [lw™2o|l[l¢]l (¢, dT(w))?. (3.10)
This implies, for ¢¥» € D, the bound
(4, ()] < 2w ? [oll ]| (8, D (w)ep) (3.11)

To prove (3.7) we use (3.11) and estimate for v, 0 € L*(R”) and ¢ € D

(40, B (0))] < 2u ? [0 I[]] (0, Ho()4s)? (3.12)
< 200 2 [0l (|, [Ho(€) + B(8)]9)|Z + | (¥, B(3))]?).
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This proves (3.7). Taking v = 0 yields (3.8) (after a small computation). Since we
only used w(k) > wg > 0 and (n) > 0 we conclude the bounds also with H(¢)
replaced by Hos(€). O

An application of (3.7) with © = 0 yields the following useful a priori lower
bound, which is valid for all £

H(E) 2 —wy ' [[0]* - (3.13)

The same lower bound holds for Hs(§) (note that ||vs|| = || Psv|| < ||v]]).

Lemma 3.4. Let Ws(§) = Hs(§) — H(E). There exist a family of {-independent
positive numbers {Cs}sso, with lims_oCs = 0, such that for any p,v € D we have

(o, We(©w)| < Cs (IIHE)ell + Nell) (1 Hs ()1l + 1))
Proof. As an operator on C§® we have
W5(€) = dl'(ws — w) + Q(E = dl (1)) — Q(E — dU(K)) + P (vs — v). (3.14)

We estimate the terms of W;(&) one by one beginning with dI'(ws — w).

Since w; is only discretized in a compact set (uniformly in 0 < § < ¢y, for any
8) we obtain a family of constants Cs > 0 such that SUPgery |w(k) — ws(k)| < Cs
and lims_o Cs = 0. This implies (cf. the operator bound [31, (2.11)])

[(p, dT(ws — w)v)| < ColIN@l|$]] < Cowg | HoE)eoll 1] (3.15)

Let 0 € L*(R¥). From (3.10) we get

(0, ®(B) )] < 2wy 2 [5]][pl] [0 (w) 3 | (3.16)
< 2wy 2|8 [lll (min{ || Ho (€) 24|, [| Hos(€) 2|} + 1)),

which implies the bound
{0, @(0) V)] < 2wq 2 [[B] [0l (I Ho,s(E) 21| + lle1])- (3.17)

Finally we use Condition 2.1 to estimate, writing z:(k) = (1 — t)nx + tk,

[{0, (€ — dT'(11)) — UE — dT(K)) )]
< [{p, VOUE — dT'(F)) - dT (1 — k)]

" / (A0 — K)o, V2QUE — dT (k)T (e — W)9)de (3.18)

< 6v2||VQ(E — dU (k)| N || + 6w Cal[ N[ N |
< d[v2 Cawg " + 5vCowy ) (|| Ho(€) el + [l Hos(€)e .

Combining (3.3), (3.15), (3.17) applied with © = vs — v, and (3.18) we get, for § > 0,

(e, Ws()0)] < C5(I1 Ho(§)ell + el (1 Ho s ()Nl + 141, (3.19)
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where lims_o C§ = 0 and C§ does not depend on £. The bound extends by continuity
to v € D.

1
Abbreviate C' = C(v,wp) = 2||v||w, 2. To pass to the interacting Hamiltonians
we note that taking supremum over normalized ¢’s in (3.16), with © = v, yields

| Ho()¢]| < |H €)W + C (e, Ho(€)¥)2 + ||¢])
< [|[HE)¥| + I Ho(E)Y] + EC? + T

Rearrangement and a repetition of the argument with v and Hy(§) replaced by wvs
and Hy 5(§) give for ¢ € D

[Ho ()¢l < 2(H (v [l + [C* + 20|
1Hos ()01l < 2[Hs()v]| + [C* + 2C] |14,

Recall that ||vs|| < ||v|| so that the C’s can be taken identical. Plugging these two
bounds into (3.19) yields the lemma. O

We get in particular the following corollary.

Corollary 3.5. Let v € L*(R”). The family Hs(€) converges, as 6 — 0, in norm
resolvent sense to H ().

Proof of Theorem 2.1 i), for v’s with compact support: Let ¢ € F and compute for
z € C\[o(H () Ua(Hs(8))]

(W, [(H(€) —2)7" = (H5(&) — 2)7'w) = ((H(&) — 2) 7', Ws(§) (Hs — 2)"'4) (3.20)
We abbreviate
Ao i= —wy Hv|)? — 1. (3.21)
Then by (3.13) we find that for all £ € R”

H(E) > Ao+ DIy and  Hs(€) > (Ao + 1)1 (3.22)

Let ¢ > 0. Putting together Lemma 3.4, applied with a normalized . €
1(X0(&) < H(E) < Xp(€) + €)F, (3.20), (3.22) and the Rayleigh-Ritz variational

principle we estimate

(Zo(€) = Ao) ™" = (Zos(€) = o)™

< (e, [(H(E) = Xo) ™! = (Hs(&) — Xo) 'tbe) + €

< Cs([[H(E)(H(E) — Xo) el Hs (€) (Hs(€) — Xo) " "bell + 1) + €
< Cs((X1+No])2+1) +e

Taking € to zero and repeating the argument for (3g5(£) — Xg) ™' — (Z0(£) — Xo) 1,
we get

|(20(§) — o) = (Zos(8) — Ao)_l‘ < Cé((l + [o])? + 1)- (3.23)
Here it is important that Cs — 0 and is independent of .
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Fix £ € R, £ € N and let ¥ € R. The bound above implies the following
statement. There exists d = 0(X) such that for 0 < ¢ < ¢:

(ke R” |S(e;k) <}  {k e RY | £()(&: k) < 28} 520
c{keRY |2V (k) <35}

From (3.23) and the first inclusion above we find that for any > € R

im of SR = nf o SPEGR).
TUEE{E |2y (GE)<EY ke{k'[2y7 (&)<}

Let ¥ = Ege) (&;0), such that the first set in (3.24) is non-empty. We get the
bounds

lim sup 25@(5) < lim inf E(()e();(é k)
50 ’ =0 pe (/|2 (k) <8y
= inf Eéz) (& k)
ke{k/|=8 (&:k)<S}
4
=3 (¢)

— inf 250 (&: k)
ke{k' |58 (1) <35}

= lim inf = (& k)
0=0 ke (k|28 (1) <35} o

< lim inf inf (& k)
020 ke(w|mi(ek)<28}

. . VA
= lim inf S5(6).

Hence

lim 330 (€) = 57 (€). (3.25)

6—0

(Note that norm-resolvent convergence is not sufficient to get the above limit. In
[16] the fact that w(k) = |k| — oo, |k| — oo, was used instead to ensure that only
convergence for a compact subset of ¢’s was needed.)

Now i) is an easy consequence of (3.25), Lemma 3.2 and Corollary 3.5.

The following lemma will be used to extend the result just proven to general v €
L?*(R”). We use the notation introduced in the paragraph leading into Corollary 2.5.

Lemma 3.6. Let vy, vy € L*(R”) and suppose Conditions 2.1 and 2.2. Then
Yo,2(8) — o,1(§) < v — U?|’(4W(;§‘EO,1(£)‘% + 6W0_1||U1H)-

Proof. Let € > 0. We apply (3.8) with v = v; and ¢ = 1.1 € 1(Ep1(£) < Hy(§)
¥0.1(€) +€)F, which we take to be normalized. We thus get, abbreviating ¢ = 2w,

N VAN

(1, @(01)tben)] < 2efun]|([So1(€)] +€)2 + o |
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Next we apply (3.7) with v = vy — vy, 0 = vy and ¢ = 1 € 1(X1(€) < Hy(€) <
¥01(§) + €)F in conjunction with the Rayleigh-Ritz variational principle to obtain
(with ¢ as above)

Yo2(8) —Xo1(§) — ¢
< (e, P(ve — v1)te )|
< cllor — va]| (|01 ()] + €)% + (20)2[|vs |2 (|1Z0.1.(€)] + € + cllonl])
< lor = w2l (2¢(|Z01 ()] + €)% + 32| ]).

Taking € to zero concludes the proof. O]

Proof of Theorem 2.1 1) for general v: Let v € L*(R") and define for A > 0 a cutoff
coupling function vy := 1(|k] < A)w.

Denote by ¥4 (&) the bottom of the spectrum of Hy (&) = Ho(§) + ®(va), and
by Xess,a(€) the usual function constructed from X 4, cf. (2.7).

Applying Lemma 3.6 twice we find that

[Z0(€) = Zoa(&)] < CIIU(IK] > Ao (max{|So(&)]7, [Soa ()7} + [lv]]2),

where C' does not depend on &. This estimate implies

[(Z0(€) — M) ™" = (Zoa(§) — Xo) 7| < Ch,

where limy o, Cy = 0, and C does not depend on £. Here \g is as in (3.21). This
estimate replaces (3.23) in the proof for the compactly supported case, and the rest
of the proof is identical, except for the last line where the compactness now comes
from Theorem 2.1 i), with compactly supported v, and not from Lemma 3.2.

To end this section we explain how to verify Theorem 2.1 ii). Expanding on the
notation (2.8), we introduce for n > 1

I§0() = {k € R™|¢ — k™ € T} (3.26)

See (2.4) for the notation k™. The following crucial lemma was proved in [31].
Lemma 3.7. Let v € L*(R”). Assume Conditions 2.1 and 2.2. Let £ € RV, n > 1
and k € R™. If S(E k) < infyan S0, then k € I8 (€).

Proof of Theorem 2.1 ii): First we note that the construction of Weyl sequences in
the proof of the HVZ theorem in [31, Section 3.2] goes through in exactly the same
way, and implies that for all £ € R”

(S0(& k) n>1and k € I8 (€)} C aess(H(E)). (3.27)

Let ng be the largest n such that Zén) (€) = Yess(§). Then, by Lemma 3.7,
20 (€), and hence Seg(€), can be approximated by a sequence {S(&: k,)}een,
with k, € Ié"O)(ﬁ). This observation together with (3.27) implies the inequality
Yess(&) > inf oess(H(€)). In conjunction with Theorem 2.1 i) we find that

inf ges (H(£)) = Yess(§)- (3.28)
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It remains to prove that Zgn) (£ k) € Ous(H(E)) if k & I(()”) (€). Fork ¢ Zé”) €)
we have, by (3.28), that Yo(& — k™) = Yo (€ — k™). By definition of Y, there
k

exists n’ and a sequence {k}}jen C Ié”')(g — k™)) such that

S00(6; k) = So(e — k) + iw(k )

=1
ess(€ — K" Z

= lim 27" (¢ — k" K)) + Zw(ki)

J—00

= lim =(E; (k, K)).

J—00

Since (k, k;) € Z)(€) and the essential spectrum is a closed set, this together
with (3.27) concludes the proof.

In the last paragraph of the proof above we demonstrated the following

Corollary 3.8. Let v € L*(R”). Assume Conditions 2.1 and 2.2. The closure of
the set {4 (¢ k)ln € Nk € Z7(€)} equals {5 (¢ K)ln € N,k € R™}.

4 On uniqueness of ground states

In this section we prove Theorem 2.3 and Corollary 2.5 i).

As for Theorem 2.3, we can assume that v is not the zero function, since the
theorem is trivially satisfied if the system is uncoupled. Let A C R"” be the Lebesgue
measurable set

A= {klv(k) # 0}, (4.1)

which has non-zero measure.

We define dT'(w) + Q(£ — dT(k)) directly on I'(L*(A)) and denote it by Hy(¢; A).
The operator H(&; A) = Ho(&; A)+ [ {v(k)a*(k)+v(k)a(k)}dk is deﬁned on F(LQ(A))
by the Kato-Rellich Theorem. We abbreviate in the following ® 4(v) = [ (k)
+v(k)a(k)}dk.

The Perron-Frobenius argument given in [31, Section 3.3] (cf. also [16, Sec-
tion 3.2]) yields that a groundstate of H(¢), if it exists, is non-degenerate and the
eigenfunction g 4 = (1/12)2‘, o ,1#231, ...) can be chosen such that

(1) 0(k1) - o) (B, ) > 0,

for almost every (ki,...,k,) € A™. We note that in [16] and [31] only real-valued
v was considered. The argument however works also for complex valued v. The
important observation is that —a*(v) and —a(v) preserve the Hilbert cone. Alter-
natively, one can reduce the problem to the case v > 0, which was treated in [16],
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using the following observation: Let ¢ : R — R be measurable. Then the unitary
transform I'(e'?) satisfies T'(e?)* = I'(e7¥) and

(') (Ho(§) + ®(v))T(e™?) = Ho(€) + B(c"v). (4.2)

Let jo and j., be the restriction maps from L?(R”) to L*(A) and L*(A¢) respec-
tively. Then

[(7) : T(LA(R")) — D(L*(A)) @ T(L*(A%) = D(L*(A)) @ [0, T (L*(A%))]

is unitary and

H(g) = 1) { H(g [@ VRG], 4y

From the Rayleigh-Ritz variational pr1nc1p1e we find
inf o (HO(& k, A)) > inf o(HY (& k).

From this estimate we get

/N

info

(¢ k, A) dk
(Ac)®

> inf info(HO(E:k A
= o(HY (K, A))

> inf info(HY(Ek
—kéﬁc)em o(HV(& k)

:kel(rjquc) 2 (§ k) >2 (5)

We thus get
inf o @ H@g KO, A)dk) > Sew(€). (4.4)

Hence, if ¥4(€) is an 1solated elgenvalue, Le. Xo(€) < Xess(€), then a corresponding
eigenfunction must have the form 1 = (1¢,4,0), where 9,4 is a groundstate of
H(&; A). The result now follows from the earlier discussion.

Proof of Corollary 2.5 i): First suppose ¥o2() is an isolated groundstate and let
o2 denote the unique groundstate satisfying (2.10) and (2.11). Then

20,1(8) < (Yo, Hi(§)Yo2) = X02(8) + (0,2, p(v1 — v2)to2)- (4.5)

The last term on the right-hand side is non-positive under the hypothesis (2.14).

It remains to treat the case Xg2(§) = Less2(§). For this we study the bottom
of the essential spectrum. Use Theorem 2.1 ii), Corollary 3.8, and the result just
proved to estimate

Sess2(€) = min_inf B9 (&; k)

n  keRnv

=min inf Ton(6 ~ k™) +Z
o keZ(©) =1 (4.6)

>min inf  ¥g;(& — E Z

keI (€)

Z 2ess,l (f)
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Hence, E0,1(5) < Ees&l(f) < Zess,Z(g) = 2072(5)'

Another consequence of Theorem 2.3 is that if 2 is real analytic, then X re-
stricted to Zy is a real analytic function, cf. [15, Lemma 1.6].

5 Large total momenta

We begin with

Proposition 5.1. Suppose v € L*(R") has compact support, Conditions 2.1 and 2.2,
w(n)
w

i (k) (k)
w w
im —<% = lim ————~—=0and v:=inf inf —=>0. 5.1

k|—oo || k|00 Q(k) + 1 7 € m:nl>lel/2 w(§) (51)

Then Iy s a bounded set.

Proof. Let A be such that v(k) = 0 for |k| > A. Put Ay = {k € R”||k| < A}. Then
H(¢) partitions as in (4.3), with A replaced by A,. (Note that as opposed to the A
in (4.1), v may vanish in Aj,.)
Since 0 is the ground state energy at & = 0 for the uncoupled model, we have
from Corollary 2.5 i) that
(0 < 0. (5.2)

We have the basic bound which follows from Theorem 2.1 ii) and (5.2)

Tess(€) < B(E:€) = 0(0) + w(€) < w(©). (5.3)

Secondly we write

= in M
/1(5) o n:\WIZ\fSW W(U) ' (5.4)

Abbreviate ¢ = wy/(2A) and estimate from below

Ho(& An) = LN < [¢]/(2R))Ho(&; An) + AN > [€]/(2R)) Ho(&; Ax)
> (N < [€]/(20))Q(€ — dU'(K)) + LN > [¢]/(2A))dT (w)
>IN < [§]/(20))k(§w(§ — dT(k)) + LN > [¢]/(2A))cl¢]
> min {7#(€), cl¢] /(&) Jw ©) (55)
Here we used v from (5.1) and that |37, ki| < [£]/2, for n < |€|/(2A). Since the

constant in front of w(&) goes to +o0o as |{| — oo, we find in conjunction with (5.3)
that there exists C'= C(A) > 0 such that for || > C:

Yess (€§) < inf o (Ho(&; Ar))- (5.6)

But since ¥ (§) < Yess(€), this implies by the decomposition (4.3) and the estimate
(4.4) that

VEst [ = O Eo(§) = Dess(§)- (5.7)
[l
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In the following proposition we make use of a function f : [0, 00) — (0, c0) which
is monotone non-decreasing and satisfies

f(r) f(57)

rlggo . =0 and p:= igg ) > 0. (5.8)
Furthermore the function g(r) := r/f(r) is assumed to be strictly monotone in-

creasing. Below we will use the inverse ¢g=! of g, which is also strictly monotone

increasing and satisfies s/g7'(s) — 0 as s — oo.

Theorem 5.2. Let U C R” be an unbounded set and v € L*(R"). Suppose Condi-
tion 2.1 and 2.2, and that there exists C, > 1 such that

Vk € R :w(k) > CUf(K]), Yk €U : w(k) < Cuf(lk]) (5.9)
Cwlk)

A ST (5.10)
11(&] > Aol = o([A/g7(A)]?). (5.11)

Then

o dim Sesl€) = Tol6) =0

Remark 5.3. A choice of f above is f(r) = (14 r)" with 0 < ¢ < 1. The particular
choice t = 0 applies to the Frohlich polaron, and in this case the assumption on v
is automatically satisfied for any v € L*(R”) since g(s) = g~!(s) = s. For general ¢

the assumption on v becomes ||1(|k| > A)v|| = o(A™ ) ). One could also multiply
(14 r)* by powers of logarithms or by iterated logarithms.

Proof. Abbreviate Ay = {k € R”||k] < A}. We repeat the estimate (5.5), taking
into account the bounds in (5.8), (5.9) and (5.10), and obtain for £ € U
Ho(&; An)
w
>IN < [€]/(20))r(§)w (€ — dT(k)) + LN > \él/(QA))ﬁlﬁl

Wo

> U(N <[]/ A)R(OCSF(€]/2) + DN > [€]/(2A) 51 91D (€D
> Crmin{r(€), A~ g(€]) }w ().

Here (&) is defined in (5.4) and C; = C;' min{pC*, wy/2}.
As for (5.2) we also have ¥4 (0) < 0. If A and & are such that

EeU, Cik(€) > 1 and Cig([¢]) > A (5.12)

then we get as in the previous proof that ¥z (§) = essa(§) (cf. (5.6) and (5.7)).
From Lemma 3.6, Corollary 2.5 i) and (5.3) we find that
0 < Boa(§) — Xo(8)
1 1
< CJI(k] > Aol (Zo(8)2 + [[v]|2)
< ol (k] > A)vjw(€)>-
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Now put A = C; 'g(|¢]), cf. (5.12). We can assume without loss that C; < 1. Then,
using Corollary 2.5 i), we have the large £ € U asymptotic bound

Zes(€) = £0(€) = Tews() = Tesa (€) + Z0.4(€) — Zo(€)
< Toa(€) — Do(€)
< ol 1(Jk] > CTg(I€]))v]lw(€)?
< Col|1(|K] > g(J€]))vllw(€)?
< o(lg(1€)/g (9(1€))1Z) F(IED)2 = o(1).

This establishes the theorem. O

Proof of Theorem 2.1 iii): If w(k) — oo, then iii) follows from ii). We can hence
assume that (2.3) is satisfied.

Let £ € R and E > Yo5(€). Let n be the smallest integer such that £ > EE)") &)
and F < Eéﬁ)(f), for n > n. Let k = (k,...,k), and consider a sequence with
|k| — o0o. Then, by Theorem 5.2, ¥y(§ — nk) — Xess(§ — nk) — 0, and we can thus
for any € > 0 pick &k such that ¥o(§ — nk) > Xess(§ — nk) — €. For such a k we get

E(()n)<£7k> Z Eess(f - nk) + nw(k) —
> 207 (€ — nks k) + nw(k) — 2
= 20 (k, k) — 2¢
> 50 (€) - 2,

where 7 and k € R™ are chosen such that Yew (€ — nk) > Egﬁ) (¢ —nk;k) —e. By
continuity there exists k such that F = Eé") (&, k). The result now follows from ii).

Lemma 5.4. Let v € L*(R") and assume Conditions 2.1, 2.2 and 2.4. Let £ € R”

and suppose n > 1 is such that E( )(f) = Yess(§) < mings, zg“(g). Then there
exists R = R(§) > 0 such that

inf  2(& k) > 2 ().

keR™:|k(n)|>R

Proof. This is clearly true under the hypothesis (2.12). We can hence assume that
(2.13) holds true.

Assume the lemma is false for some £. Fix U = {n|Xy(n) < E ( )}, which is
not an empty set since { € U. There exists a sequence {k;};jen C R™ such that

&= k" €U, k"] = oo for j — o0, and X" (€) = lim; oo T (€ k). Let € > 0.
There exists by Theorem 5.2 a j, such that for j > j

2(E) > 25 (6 k) —

= D& — k") + Zw(kj;i) —€
Sess(€ — Ky Z
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Fix a j > jo and pick ' > 1 and k € R"” such that
567(6) = S(€ — Vs B) + ) wlkya) =3¢ = 50 (G (k) — 3e.
i=1

This estimate contradicts the choice of n. O

Proof of Corollary 2.5 ii): Suppose first ¥ 2(€) is an isolated eigenvalue. Under
the extra assumption v; # 0 a.e. and vy # vq, we get from (2.10) and (4.5) that
Y0.1(8) < 3p2(€). Now suppose X 2(§) = Eess2(€). By a compactness argument we
conclude from Lemmas 3.7 and 5.4 as well as (4.6) that Yes1(€) < Xegs2(§). This
completes the proof.

Recall that subadditivity implies that n — E[()") (&) are non-decreasing functions.
In the following lemma we show that under Condition 2.5 the functions are strictly
increasing.

Lemma 5.5. Assume Conditions 2.1, 2.2 and 2.5. Then for any £ € R” andn > 1
we have BV (€) < BTV (€).

Proof. If limy o w(k)™' = 0, the result follows from strict subadditivity (2.15).
Hence we only have to deal with w’s satisfying (2.16).

Suppose the conclusion of the lemma is false. That is, there exist £ and n > 2
such that ©""(€) = SU(¢). We can without loss of generality suppose that
min, s, S0(€) > B(€). Let {k,} € R™ be a sequence with limy_e S (& k,) =
2 (¢). By Lemma 5.4 there exists R > 0 such that || < R (for ¢ large). Suppose
first that there exists R’ such that for all 1 < j <n and ¢ > 1 we have |k;;| < R’
Then by strict subadditivity (2.15), we obtain a contradiction. If all the ky.;’s cannot
be uniformly bounded, there exist 1 < i < j < n such that |ky;| and |k;| diverge.
This together with (2.16) also yields a contradiction. O

Remark 5.6. The assumption (2.16) is not just technical. As a counterexample
consider the borderline case w(k) = m(1+exp(—k?/2)), which is strictly subadditive
but just fails to satisfy (2.16) We take v = 0 and for Q we take n*/(2M) with m
and M chosen such that mM < 1. This choice ensures that the function k£ —
Q(—k) 4+ w(k) has a global minimum at £ = 0. We prove that for this example we

have 252)(0) = Z(()l)(O): Assume this equalty is false, that is 281)(0) < 282)(0). Then
the assumption of Lemma 3.7 is satisfied with £ = 0 and n = 1, which implies that

SN (0) = S (0) = min(Q(—k) +w(k)) = 2m.
On the other hand we obtain using ¥(0) = ©(0) = 0 for the uncoupled model

23(0) = inf (So(—k1 — ko) +w(ky) + w(ky)) < inf (S(0) + 2w(k)) = 2m.

k1,k2

This is a contradiction.
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Proof of Theorem 2.6: We begin with i).

As demonstrated by Spohn, cf. [40, (5.14)], it suffices to show that k — E(()l)(f; k)
has a minimizer for all £, with £ — k € Z,. Here we refer to the simpler proof given
in [31] which uses the assumption w(k) — oo to obtain a minimizer.

We remark that the proof given in [31] only relies on: 1) The HVZ Theorem,
2) That ground state eigenfunctions are unique and can be chosen strictly positive
with respect to the cone

C={ye .7-"|7,b(0) >0and Vn >1: (—1)"@@---®@¢(") >0 a.e.}.

There are n-copies of v in the tensor product. 3) For £ ¢ Z,, the function k£ —
Z(()l)(f; k) attains its infimum at a momentum k € Iél)(f), cf. (3.26).

The proof given in [31], which is formulated for real-valued v, goes through
for complex-valued v provided 1)-3) above is satisfied. Alternatively employ the
transformation (4.2).

We remark that ¢ € C is said to be strictly positive if (1), p) > 0 for all ¢ €
C\{0}. The property 2) follows from Theorem 2.3 under the assumption (2.17).

To verify 3), we recall that subadditivity of w implies Yes(§) = E(()l)(f). For
¢ & Ty we have 3p(§) = Tess(§) = Z(()l)(f). The existence of a minimizer k with
¢ — k € Zy now follows from Lemmas 5.4 and 5.5, applied with n = 1.

As for ii), the proof given in [31] relies on 1) and 2) above together with: 3”) For
¢ & Iy, the set of global minima of k — E(()l)(ﬁ; k) is a bounded subset of Iél)(é‘).

As above, 3’) follows from Lemmas 5.4 and 5.5 and as above the proof is formu-
lated for real-valued v, but goes through also for complex-valued v.

Let Ep(&) = info(Hy(§)) be the bottom of the spectrum for the uncoupled
system. Then, by Corollary 2.5 i) and Lemma 3.6 (applied with vy = 0), there exist
C > 0 such that .

Ey(§) — CEo(§)2 — C < Eo(§) < Eo(). (5.13)

The following proposition is concerned with the rate of growth at large total momen-
tum of the bottom of the spectrum. It turns out that at linear growth a transition
in behavior occurs

Proposition 5.7. Assume Conditions 2.1 and 2.2.
i) Suppose there exist ¢ >0 and 0 < s <1 such that

w(k) > e(k)® and Q(n) > ¢(n)® —c. (5.14)
Then there exists C' > 0 such that
CTHE) = C < %o(€) < w(é) (5.15)
ii) Suppose we have at least linear growth
|| ]
sup ——~ < oo and sup ————— < . 5.16
L) Q) + 1 210

Then there exists C > 1 such that
C7l¢l— C < So(8) < ClEl + C. (5.17)
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Proof. By (5.13) it suffices to establish the result with v = 0.

The upper bound in (5.15) follows from (5.3).

As for the upper bound in (5.17) let ne = [|£|] + 1, where [|£]] is the smallest
integer less than or equal to |£]. Then

Y0(8) < Xess(§) < 2o(0) 4 1w (§/ne) < (€] + Dw(E/ne)-

For the second inequality in (5.17), we can thus take C' = sup; < w(k).
Let 0 < p < 1. For the lower bound we estimate

Ho(§) = U(|¢ — dT (k)] < plg)dT(w) + U(|§ — dU(F)| = pl€[)2E — dT'(K)).  (5.18)

Let C := supycpv % Then for the first term we can estimate, using the constraint
|€ — dU'(k)| < pl¢| and the subadditivity of t — (t)° for 0 < s <1,

Casei) dI'(w) > edl((k)*) > c(dT(|k]))* > (1 — p)*[¢|*

c
Case ii) dI'(w) > Cl_ldF(|k|) > Cf1|dF(k)| > (1— P)Cf1|f|~ (5.19)

Write Cy = sup, cgo # Then, under the constraint |£ — dI'(k)| > p|¢| we have

Casei) Q& —dl'(k)) > (& —dl(k))* —c > cp’lE] —c.

Case ii) (¢ —dl(k)) = Cy '€ — dD(k)] = 1 = pCy €] - 1. (5:20)

Combining (5.18)—(5.20) we obtain the lower bounds in (5.15) and (5.17). O

A Geometric partition of unity

We recall briefly here the construction of a partition of unity introduced by Dere-
zinski and Gérard in [7, Section 2.13]. See also [31, Section 2.3].

We assume the reader is familiar with the second quantization functor I" (cf. [4]
or the two references mentioned in the previous paragraph).

First let hy and b, be Hilbert spaces. Then [ is the canonical isomorphism
I:T(ho®bhoo) — (b)) ® ['(hs) given by

Ia*((f,9)) = (a®(f) ® Iy + Argpe) @ a(g))] and IQ = Q® Q.

Here a” (h) denotes either a(h) or a*(h).
Let j = (jo,Joo) : b — bo ® boo satisfy jgjo + jijoo = . Then the geometric
partition of unity I'(7) : T'(h) — I'(ho) ® I'(h) is given by

£(j) = IT()) (A1)

and is an isometry

L) T () = Iy (A2)

If furthermore joji = 1y, and jooj’ = 1 then I'(j) is unitary.
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B Weak ultraviolet singularities

In this appendix we treat the following type of couplings
Vi = {ve L2 (R")|w 2v € LA(R)}. (B.1)

We remark that if w is bounded V; = L*(R"), and there are no ultraviolet singular
couplings in this class. We nevertheless include this appendix for two reasons. For
the Nelson model this is of relevance and secondly it may serve as a warmup for the
more involved renormalization procedures discussed at the end of Section 2.

If v € V1, the Hamiltonian H can be constructed using the KLMN theorem [35],
via the following lemma

Lemma B.1. Let v € Vi. For ¢ € L*(R") ® C° (algebraic tensor product) and
o e C5e:

NG

(1, @ (e 0))| < 2llw™=0l[||[¢ ]| (¥, T2y @ dT(w)) (B.2)
(0, @(v) )| < 2[|w 20| [| ]l {p, AT (w) ) 2. (B.3)
)

B.3
Proof. The bound (B.3) was proved in (3.10). The bound (B.2) follows from (B.3
by applying the Lee-Low-Pines transformation (1.5) and using the second bound
fiber by fiber. O]

We can now define H as the self-adjoint operator associated with the closure of
the semi-bounded form

D(A) ®C5° > ¥, — (¥, [Hy + D(e™*v)]p)

and the form domain of H equals D(HZ). Note that this is the same Hamiltonian
one obtains by applying [5, Theorem 2.2] with = C and K = 0. We can also
construct H (&) as the self-adjoint operator associated with the closure of the form

Co° 29,6 — (i, [Ho(§) + 2(v)]¥)

and the form domain of H(¢) is independent of & and equals Dz := D(Hy(£)?).
Note that for the (UV-regular) Hamiltonian H, with coupling vy = 1(|k|] < A)v or
vp = exp(—|k|/A)v, we have: Hy — H in norm-resolvent sense. Similarly, the fiber
Hamiltonians Hx (&) converge to H(§) in norm-resolvent sense locally uniformly in
&. From this observation it follows easily that H is translation invariant and the
Lee-Low-Pines operator (1.5) transforms H into ¢, H(£)d¢ as usual. See [5, 17] for
a more refined analysis of confined linearly coupled models defined as forms.

We proceed to discuss how to establish our main results for this larger class of
interactions.
The HVZ Theorem: We begin with i). The idea is the same as when we passed from
compactly supported to square integrable v’s in Section 3. We just need to replace
Lemma 3.6 by

Lemma B.2. Let vi,v, € V1. Suppose Conditions 2.1 and 2.2. Then for any o > 0

202(€) = To,1(€) < w2 (v1 — )| (4]Z0,1(6)]2 + 6[|w 204 )).
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Proof. In order to verify this lemma one should first observe that the estimates (3.7)
and (3.8) can, using Lemma B.1, be replaced by: For ¢ € D2 we have

(0, ()9} < 2l 20ll[II{ I, [Ho(€) + ®(@)]w)]2 + D)zt (BA)
[, @()9)] < 4llw™ 20 [|4]]| ,[ () O(v )]¢>|2+4Hw 2v|| ||¢||2 (B.5)

Following the same strategy as in the proof of Lemma 3.6 we arrive at the result. [

As for Theorem 2.1 ii) and iii) they follow from norm resolvent convergence of

Hx(&) to H(E). (As usual Hy(€) is defined with v replaced by vy = 1(|k] < A)w.)

Uniqueness of groundstates: Assume v # 0 almost everywhere. That the
resolvent (H (&) — pu)~! is positivity improving follows by approximating v by vy =
exp(—|k|/A)v € L*(R”), and noting that for ¢, € C\{0} the expectation value
(¢, (Hp(&)—p) 1) is non-zero and strictly increasing (expand in a Neumann series).
The same argument works if v # 0 a.e. in A C R (measurable) and we restrict the
operators to ['(L?(A)).

The argument that isolated ground states are unique, also when v vanishes on a
set of non-zero measure, goes through unaltered.

Monotonicity: Let vy,v; € Vi. Suppose (2.14) is satisfied. By norm resolvent
convergence Y1(£) < ¥g2(§) (approximate v; by 1(|k] < A)v;). As for Yegs(§)
we observe that Corollary 3.8 remains valid for v € V; (again by an approximation
argument), and hence; the proof given in Section 4 goes through.

Large total momentum: Theorem 5.2 remains true and in the proof one should
use Lemma B.2 instead of Lemma 3.6. Hence Theorem 2.4 remains true under the
assumption v € V.

Before continuing we remark that Lemmas 3.7, 5.4 and 5.5 also remain valid.

Strict monotonicity: From the KLMN theorem we found that the form domains
of Hi(§) and Hy(&) coincide and equals D2. By Lemma B.1 we have that D2 is
contained in the form domains of the ®(v;)’s. Hence the computation (4.5) remains
valid and the proof given in Section 5 goes through unchanged.

Existence of ground states: First we need to address the proof given in [31,
Section 3.3]. The key was the following inequality ([31, Lemma 3.7]) which holds
for v € L*(R") and z < 34(€) and goes back to [40].

(Q,(H(E) —2) "'~
<Q) —2— F)2(Q, (H(E — k) +w(k) — 2)7'Q) dk.  (B.6)

Rl/

Note that in [31] (B.6) was formulated as the right-hand side being strictly positive,
but the above bound is what was actually proved. (It was also assumed that v > 0,
which is superfluous, cf. the discussion in Section 4.)

For v € Vi apply (B.6) to Hx(§) (defined by replacing v by 1(|k] < A)v) and
take the limit A — oco. The left-hand side and the integrand on the right-hand
side in (B.6) converge. Hence, the inequality in (B.6) remains valid in the limit
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by Fatou’s lemma. (Alternatively one could apply both the dominated and the
monotone convergence theorem to the right-hand side.)

The rest of the proof goes through unchanged (with the additional comments in
Section 5 to handle bounded w’s.)

Non-existence of embedded ground states:

Here we need to impose an extra assumption, namely: There exists 0 < p <1
and C{, > 0 such that

[VQ(n)| < CoQ(n)' " + Co. (B.7)

The argument relies on a pull-through formula which we first need to estasblish for
the renormalized Hamiltonian.
We equip the form domain D2 of Hy(€) with the norm 19153 = I|(Ho(0)+1)2¢)]].

Consider the operator N 2 asa densely defined operator on D%, with domain
1 11 1 1
D} =(N+1)"2D2 =(Hy(0)+ 1) 2(N+1)2F.

1
We equip D}, with the norm H@ZJHD% = |[(N + 1)%¢HD%. By duality this gives the
N
sequence of spaces
1 1,
D Cc D? C F C D** C D2,

1,

where D2* is the completion of F in the norm 1¥] 5. = |l (Ho(0)4+1)" 24| and DZ" is

the completion of F with respect to the norm |WHD%* = (N + 1)7%¢HD%*. We wish
N

to extend the annihilation operator a(-), viewed as a map from D(N2) — L%(RY; F)
to D2*.

Below we will use two representation formulas for square roots. We have for
t>0:

1 [ 1
tz = ——/ (t+a2) ' =2 ")a2de (B.8)
T Jo
1 oo
2 = —/ (t+y) 'y 2dy. (B.9)
T Jo

Either one can be verified by direct computation, and either one follow from the
other. We learned the first of these formulas from [38, Lemma B.3].
We have the following

Lemma B.3. For any compact set K C R”, the map D(Nz) 3 ¢ — a()¢ €
L*(K;F) extends by continuity to a bounded operator from D3* to L*(K; va*)

1 1,
Proof. Let ¢ € L*(K;D%) (the space dual to L*(K;D%)). Write ¢ = (N +
1)"2(Ho(0) + 1)~ 2% with ¢ € L2(K; F). Then for ¢ € C°

(p,a(-)) = /K@(/f), (Ho(0) + 1) 2a(k)(N + 2)~21) dk.
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In order to commute (Hy(0) + 1)~2 with a(k) we compute using the formula (B.9)
and the pull-through formula (see e.g. [31, Proposition 2.2]) with v =0

KHd®+1)5(M%=—%AWU%®r+L+w*
x {Hy(0) — Ho(— (k) Ya(k)(Ho(0) + 1+ y) 'y~ 2dy.

This identity is in the sense of operators on C5°. We compute the following difference
locally uniformly in &

Hy(0) — Ho(—k) —w(k) = VQ(—=dT'(k)) - kE+ O(1).
The extra assumption (B.7) on  yields the estimate

I[(Ho(0) + 1)72, a(-) ¥ | oy < CIll(Ho(0) + 1) 24|,

for some C' > 0. We thus get

(. a(-)0)] < 1@l z2cesm) (la(-) (N + 2)72 (Ho(0) + 1) 724 | parey )
+ Ol (Ho(0) + 1) 729 %)
<+O)el, (/.

(K D?v)
This concludes the proof. O
Lemma B.4. Let z € C, Re(z) # 0. For any compact set K C R”, there exists

C > 0 such that for all 0 < A < oo and ¢ € F we have ||[(HA(€) — 2) |7 <
C’Hl/}”p%* uniformly in £ € K.
N

Proof. Let 1 < infp e 2o a(§)—1. The lemma reduces to the following commutator
bound:

Ti(¥) = [[[(Ha(€) — )72, (N + 1)2]¢l| 7 < Clle] ... (B.10)

for ¢ € C§°. Here C should be independen of A and £ € K. In order to obtain this
estimate we use the formulas (B.8) and (B.9)

TS(W) < = / I[(HAE) — e+ )" (N + 1+ 2) ¢l ry 2a2dedy. (B.11)
We have

I[(HA®E) — p+y) ™" (N +1+2) ol
= (N +1+2) " (HA() —p+y)
X D(iva) (HA(E) — i+ ) (N + 1+ 2) || (B.12)
< 201+ 2)72(1 + y)"|aiva) (Ho(0) + 1)
X I(HA(€) = p+ )72 (Ho(0) + 1) 2|l 5.
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The first norm on the right-hand side is bounded uniformly in A by (3.10). The
second norm on the right-hand side is finite for each A and £. In order to get
uniformity we argue as follows. For A > 0 we estimate

mﬂma—u+yraﬂa®+xfw
= ||(HA€) =+ y) = (Ho(0) + M) (HA(E) — p+ 1) 72|
<1+ A+ [[(dD(w) + A) 720 (vp) (dD(w) + A) 72 |

% ||(HA(€) — o+ y) ™2 (Ho(€) + A)2|?

By (B.3) we find that ||(dl(w) + )" 2®(v)(dl(w) + A)~2|| < CA~z, and hence for
A > (C/2)? we get uniformly in A and &:

N

I(HA(E) — 11+ 1)~ (Ho(€) + N2 < 2(1 + ).

Together with (B.11), (B.12) and the fact that [|(Ho(0) + 1)2(Ho(€) + )"z || is
bounded locally uniformly in £, we get the required bound (B.10). O

As a consequence of this lemma we get: Each resolvent (Hx(¢) — 2)7!, 0 <

A < o0, extend by continuity to B (DJ%V*; F) with norm bounded uniformly in A and
locally uniformly in . Furthermore, (Hx(€)—2)~! converge strongly to (H(§)—2)~!
in B (D]%V*; F), locally uniformly in &.

We finally get the following extension of the pull-through formula as presented
in [18, Proposition 3.4] (and [31, Proposition 2.3]). Our formula is closely related to
the one presented in [5] except for the precence of the dispersive term Q(& — dI'(k)).

Proposition B.5. (Pull-through) Let z € C, Re(z) < X0(&). For any ¢ € D>
we have as an L*(RY; F) identity

a(k)y = (H(§ — k) + w(k) — 2) " a(k)(H(&) — 2)¢ +v(k)(H(E — k) +w(k) —2) 7'

Remark B.6. The first expression on the right-hand should be understood in the
sense of composition of operators between weighted spaces. That the result is in
L*(R”; F) (and not just L2 (RY; F) as we get from the lemma’s above), is a conse-
quence of the remaining two terms in the equation being square integrable.

Proof. We have by the usual pull-through formula [18] the result with v replaced by
vy = 1(Jk] < A)v and ¢ € D. That the formula extends to ¢ € D2 follows from
Lemma’s B.3 and B.4. Finally we appeal again to Lemma’s B.3 and B.4 to remove
the ultraviolet cutoff A. O

Now Theorem 2.6 ii), with the extra assumption (B.7), follows from the pull-
through formula just as in [31, Section 3.3], together with the considerations made
in Section 5.
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