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Spectral theory of the Laplacian on the modular
Jacobi group manifold

Erik Balslev

Department of Mathematical Sciences, Aarhus University

Abstract

The reduced modular Jacobi group is a semidirect product of SL2(Z) with
the lattice Z2. We develop the spectral theory of the invariant Laplacian L
on the associated group manifold. The operator L is decomposed by Fourier
analysis as a direct sum of operators Lkl corresponding to frequencies k related
to the lattice and l to translations. L00 is the Selberg Laplacian for SL2(Z). For
k, l ≥ 1, Lkl has a purely discrete spectrum, while Lk0 has a purely continuous
spectrum for k ≥ 1. The set of all eigenvalues of L satisfies a Weyl law. The
results are extended to subgroups of the modular Jacobi group of finite index.
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Introduction
The present paper deals with the Jacobi group ΓJ which is the semidirect product of
SL2(R) with the Heisenberg group, the group of upper triangular, idempotent 3× 3
matrices ([1], [3]). Dividing out the center of the Heisenberg group and restricting
to integers, we obtain the reduced modular Jacobi group Γ1J . The group Γ1J is
isomorphic to the semidirect product Γ1 n Z2 of the modular group Γ1 with the
additive group Z2. We study the spectral theory of the invariant Laplacian on the
group manifold Γ1J and its subgroups of finite index.

In section 1 we develop the spectral theory of the Γ1J -invariant Laplacian L. We
obtain a decomposition of L as a direct sum of operators Lk, k = 0, 1, 2, . . . , where
L0 is the usual automorphic Laplacian A = −y2

(
∂2

∂x2 + ∂2

∂y2

)
, while Lk for k ≥ 1

is unitarily equivalent to the operator L0
k = A+ 4π2 k2

y
in L2(FΓ∞ ; dµ). For k ≥ 1,

separation of variables leads to a further decomposition of L0
k as a sum of ordinary

differential operators L̃kl = −y2 d2

dy2 + 4π2
(
k2

y
+ l2y2

)
, l = 0, 1, 2, . . . The operator

L̃k0 has a purely continuous, simple spectrum without resonances. For l ≥ 1 the
spectrum of L̃kl consists of a sequence of simple eigenvalues λnkl → ∞ as n → ∞.
This provides a complete spectral decomposition of L, formulated in Theorem 1.

In section 2 we study the counting function N(λ) for the eigenvalues of the
operator L. Based on a result of Titchmarsh [7] on the asymptotics of the counting
function for ordinary differential operators we obtain the asymptotics of N(λ) by
summing the counting functions Nkl(λ) of L̃kl over k and l. We obtain the Weyl law
for the operator L, expressed in Theorem 2.

In section 3 we extend these results to normal subgroups Γ of Γ1 of finite index I.
We obtain a decomposition of LΓJ as a direct sum of operators LΓk, k = 0, 1, 2, . . . ,
where LΓ0 is the Γ-automorphic Laplacian and for each k ≥ 1 the operator LΓk splits
into a sum of I/β operators LiΓk, where β is the width of Γ and LiΓk is unitarily
equivalent to the operator L0

Γk in L2(Γ∞; dµ). Thus, the spectrum of LΓk depends
both on I and β. For k ≥ 1 the eigenvalues of LΓk are the eigenvalues of the ordinary
differential operators L̃βkl = −y2 d2

dy2 + 4π2
(
k2

y
+ β−2l2y2

)
, l = 1, 2, . . . From this we

obtain the asymptotic counting function IN(λ), which proves the Weyl law for LΓJ .
The continuous spectrum of LΓk has multiplicity I/β for each k = 0, 1, 2, . . . The
results are formulated in Theorem 3.

In section 4 we study the perturbation of Γ(2)J by characters χ(α) defined by a
holomorphic modular form of weight 2 (Eisenstein series). For each k = 0, 1, 2, . . . ,
two cusps are closed, and the multiplicity of the continuous spectrum is reduced
from 3 to 1 for α 6= 0. Eigenvalues λnkl of LΓJ continue smoothly as eigenvalues
λnkl(α) of LΓ(2),J(α) for α 6= 0. Moreover, in the two closed susps new sequences of
eigenvalues λnk0(α) appear, converging to 1

4
as α → 0 and replacing the continuous

spectrum. The Weyl law remains valid for all α. The results are given in Theorem 4.
In section 5 we consider a few important examples of non-normal subgroups

Γ of Γ1. We establish in Theorem 5.1 the spectral decomposition of LΓJ and in
particular the Weyl law for the three conjugate groups Γ0(2), Γ0(2), Γϑ(2) of index 3
in the modular group. In Theorem 5.2 we obtain the corresponding results for the
conjugate groups Γ0(4), Γ0(4), Γϑ(4) of index 6 in Γ1. It is interesting here that
Γ0(4)J is not isospectral to Γ(2)J . The groups Γ(2) and Γ0(4) are conjugate through
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Γ(2) = 2Γ0(4)1
2
, but this is not a conjugaton of Γ(2)J and Γ0(4)J . In Theorem 5.3

we consider two conjugate groups of index 6 generated by 3 elliptic elements of
order 3 [5]. These groups also have width 6 and their Jacobi groups are therefore
for k ≥ 1 isospectral to the normal subgroup Γ′J .

1 Spectral theory of the Γ1,J-invariant Laplacian

We denote by Γ1,J the reduced Jacobi group Γ1nZ2 with the elements (g, c), g ∈ Γ1,
c = (ab) ∈ Z2 and

(g1, c1)n (g2, c2) = (g1g2, g
−1t
1 c2 + c1)

for g1, g2 ∈ Γ1 and c1, c2 ∈ Z2.
The 4-dimensional reduced Jacobi manifold MJ has coordinates (z, w) with z ∈

h = {x+ iy | x ∈ R, y > 0}, w = (uv) ∈ R2.
The action of Γ1,J on MJ is given by

(g, c)(z, w) = (z′, w′), g =
(
α β
γ δ

)
∈ Γ1, c = (ab) ∈ Z2

where
z′ =

(
αz + β

γz + δ

)
, w′ = g−1tw + c

In the group Γ1,J we identify
((
α β
γ δ

)
, (ab)
)
with

((−α −β
−γ −δ

)
, (−a−b)

)
. So all Γ1-invariant

functions on MJ satisfy f(z, u, v) = f(z,−u,−v).
The fundamental domain of ΓJ can be chosen as

FΓJ = FΓ1
× {(u, v) | − 1

2
< u ≤ 1

2
, −u < v ≤ 1

2
}.

We define T(g,c)f for functions f on h× R2 by
(
T(g,c)f

)
(z, w) = f

(
(g, c)(z, w)

)
.

For g ∈ Γ1 and f a function on h we set
(
Tgf
)
(z) = f(gz).

For f a function on h× R2 we set
(
T̃gf
)
(z, w) =

(
Tg,0f

)
(z, w) = f

(
(g, 0)(z, w)

)
.

For k ∈ N \ {0}, m ∈ Z we define ekm(u, v) by

ekm(u, v) = e2πikue2πimv + e−2πikue−2πimv.

The Γ1,J -invariant Laplacian L on MJ is given [2] by

L = −y2

(
∂2

∂x2
+

∂2

∂y2

)
− 1

y

{
∂2

∂u2
− 2x

∂2

∂u ∂v
+ (x2 + y2)

∂2

∂v2

}
(1.1)
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L is a self-adjoint operator in HΓ1,J
= L2(FΓJ ).

Let
A = −y2

(
∂2

∂x2
+

∂2

∂y2

)
in HΓ1

= L2(FΓ1 ; dµ)

Lemma 1.1. Let f be a Γ1,J-invariant, continuous function of z, w, C1 in u, v for
fixed z. Then

f(z, u, v) =
∑

k,m

fkm(z)ekm(u, v) (1.2)

where the functions fkm(z) are related by

fg−1( km)(z) =
(
Tgfkm

)
(z).

Proof. Since f is ΓJ -invariant, it is for fixed z Z2-invariant, so

f(z, u, v) =
∑

k,m

fkm(z)ekm(u, v) (1.3)

and the series is absolutely and uniformly convergent for u, v ∈ R.
For g ∈ Γ1 we have

T̃g
(
e2πikue2πimv

)
= e2πiku′e2πikv′ = e2πik(δu−γv)e2πim(−βu+αv)

= e2πik′ue2πim′v, k′ = kδ −mβ, m′ = −kγ +mα

or (
k′

m′
)

=
(
δ −β
−γ α

)(
k
m

)
= g−1

(
k
m

)
(1.4)

From (1.3) and (1.4) we obtain for g ∈ Γ1

(
T̃gf
)
(z, u, v) =

∑

k,m

(
Tgfkm

)
(z)ek′m′(u, v). (1.5)

The invariance of f under T̃g means by (1.3) and (1.5)
∑

k,m

(
Tgfkm

)
(z)ek′m′(u, v) =

∑

k,m

fkm(z)ekm(u, v). (1.6)

Since
(
k
m

)
→
(
k′

m′
)

= g−1
(
k
m

)
is a bijection of Z2 the r.h.s. of (1.6) equals

∑

k′,m′

fk′m′(z)ek′m′(u, v) (1.7)

and it follows from (1.6) and (1.7) that for all g ∈ Γ1,
(
k
m

)
∈ Z2

fk′m′(z) =
(
Tgfkm(z)

)
,
(
k′

m′
)

= g−1
(
k
m

)
. (1.8)

The Lemma is proved. �
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To further analyze the series (1.1) representing the invariant function f(z, u, v) we
determine the equivalence classes in Z2 under the action of Γ1 as follows.

Let
(
k′

m′
)
∼
(
k′′

m′′
)
if
(
k′

m′
)

= g
(
k′′

m′′
)
for some g ∈ Γ1.

Lemma 1.2. For each k ∈ N, the equivalence class of
(
k
0

)
is

Z2
k =

{(
k′

m′
) ∣∣ (k′,m′) = k

}
.

The stabilizer of
(
k
0

)
, {

g ∈ Γ1

∣∣ g
(
k
0

)
=
(
k
0

)}

is the translation group Γ∞ =
{(

1 β
0 1

) ∣∣ β ∈ Z
}
.

Proof. Since
(
k
m

)
∼
(−k
−m
)
via

(−1 0
0 −1

)
, we restrict ourselves to k ≥ 0, m ∈ Z. We

determine the equivalence class of
(
k
m

)
for k ≥ 0.

1) If (k,m) = 1, there exist β, δ such that kδ −mβ = 1. Setting α = k, γ = m,
we get g =

(
α β
γ δ

)
∈ Γ1, such that

(
k
m

)
= g
(

1
0

)
, so

(
k
m

)
∼
(

1
0

)
.

On the other hand, if
(
k
m

)
∼
(

1
0

)
, there exists g =

(
α β
γ δ

)
∈ Γ1, such that

(
k
m

)
=
(
α β
γ δ

)(
1
0

)
, so α = k, γ = m

and
kδ −mβ = 1, so (k,m) = 1.

Thus,
(
k
m

)
∼
(

1
0

)
if and only if (k,m) = 1.

2) Let (k′,m′) = k, k > 1, k′ = pk, m′ = qk, p ≥ 1, (p, q) = 1. Then by 1),(
p
q

)
∼
(

1
0

)
, and there exists g =

(
α β
γ δ

)
∈ Γ1, such that

(
α β
γ δ

)(
1
0

)
=
(
p
q

)
.

Then (
α β
γ δ

)(
k
0

)
=
(
pk
qk

)
=
(
k′

m′
)

so (
k′

m′
)
∼
(
k
0

)
.

Conversely, if
(
k′

m′
)
∼
(
k
0

)
, for some

(
α β
γ δ

)
∈ Γ1, αk = k′, γk = m′, (α, γ) = 1 so

(k′,m′) = k.
The Lemma is proved. �

From Lemma 1.1 and Lemma 1.2 we obtain
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Lemma 1.3. Let f(z, u, v) be a Γ1,J-invariant continuous function of z, u, v, C1 in
u and v. Then

f(z, u, v) = fo(z) +
∞∑

k=1

fk(z, u, v) (1.9)

where
f0(z) is Γ1-invariant

and for k ∈ N
fk(z, u, v) =

∑

g∈Γ1\Γ∞

(
Tgfk0

)
(z)ek(δ,−γ)(u, v) (1.10)

where (
kδ
−kγ
)

= g−1
(
k
0

)
and fk0 is Γ∞-invariant.

Proof. The set of all terms of the series (1.3) is the union of all equivalence classes
under the equivalence relation

fk′m′(z)ek′m′(u, v) ∼ fk′′m′′(z)ek′′m′′(u, v)

iff there exists g =
(
α β
γ δ

)
∈ Γ1 such that

fk′′m′′(z) =
(
Tgfk′m′

)
(z),

(
k′′

m′′
)

= g−1
(
k′

m′′
)
. (1.11)

By Lemma 1.2 this holds iff (k′′,m′′) = (k′,m′).
Therefore the equivalence classes Mk are given for k ∈ N by

Mk = {fk′m′(z)ek′m′(u, v) | (k′,m′) = k}
and

M0 = {f |
(
Tgf
)
(z) = f(z) for g ∈ Γ1}

Since the series (1.3) is absolutely convergent, we can rearrange it as follows,

f(z, u, v) =
∞∑

k=0

fk(z, u, v) (1.12)

where
fk(z, u, v) =

∑

(k′,m′)=k

fk′m′(z)ek′m′(u, v) (1.13)

f0(z) =
(
Tgf0

)
(z) for g ∈ Γ1.

For each k the function fk(z, u, v) is ΓJ -invariant.
For any term of (1.13)

fk′m′(z)ek′m′(u, v)

let g ∈ Γ1 be such that
(
k′

m′
)

= g−1
(
k
0

)
and let

fk′m′(z) =
(
Tgfk0(z), fk0(z) =

(
Tg−1fk′m′

)
(z).
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Since fk(z, u, v) is invariant under Γ∞ and for g0 ∈ Γ∞

T̃g0

(
fk0(z)ek0(u, v)

)
=
(
Tg0fk0

)
(z)ek0(u, v),

the function fk0(z) is Γ∞-invariant. Therefore

fk(z, u, v)
∑

g∈Γ1\Γ∞

(
Tgfk0

)
(z)ek(δ,−γ)(u, v)

and Lemma 1.3 is proved. �
Lemma 1.4. For all g ∈ Γ1 and k,m ∈ Z

T̃g
[

1
y

{
k2 − 2kmx+m2(x2 + y2)

}]
= 1

y

{
k′

2 − 2k′m′x+m′
2
(x2 + y2)

}

where (
k′

m′
)

= g−1
(
k
m

)
.

Proof. We have

L
(
fkm(z)ekm(u, v)

)

=
[
Afkm(z) +

4π2

y

{
k2 − 2kmx+m2(x2 + y2)

}
fkm(z)

]
ekm(u, v)

For the Γ1,J -invariant function f(z, u, v) on MJ given by (1.2) this yields

(Lf)(z, u, v)

=
∑

km

(
Afkm

)
(z) +

4π2

y

{
k2 − 2kmx+m2(x2 + y2)

}
fkm(z)ekm(u, v).

For g ∈ Γ1

(
T̃gLf

)
(z, u, v) =

∑

km

(
TgAfkm

)
(z)

+ Tg

[4π2

y

{
k2 − 2mx+m2(x2 + y2)

}(
Tgfkm

)
(z)
]
ek′m′(u, v)

(1.14)

where
( k′
m′
)

= g−1
(
k
m

)
.

On the other hand,
(
Tgf
)
(z, u, v) =

∑

km

(
Tgfkm

)
(z)ek′m′(u, v)

and
(
LTgf

)
(z, u, v) =

∑

km

(
ATgfkm

)
(z)

+
4π2

y

{
k′

2 − 2k′m′x+m′
2
(x2 + y2)

}
ek′m′(u, v).

(1.15)

By the J-invariance of L, the series in the r.h.s. of (1.14) and (1.15) are identical
and A is Γ1-invariant.

The Lemma follows. �
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Lemma 1.5. For each k = 0, 1, 2, . . . , the set of functions fk defined for k =
1, 2, . . . by (1.10) and for k = 0 by f0 being Γ1-invariant form a subspace H′k of the
Hilbert space H1J of square-integrable, Γ1,J-invariant functions on FΓ1,J

with measure
dx dy
y2 du dv.
Let Hk be the closure of H′k. Then

H1J =
∞∑

k=0

⊕
Hk, (1.16)

the subspaces Hk of H1J are invariant under the Laplacian L, and

L =
∞∑

k=0

⊕
Lk, Lk = L

∣∣
Hk∩D(L)

. (1.17)

Proof. Let 1 ≤ k1 < k2, k′1 = k1δ1, m′1 = −k1γ1, (γ1, δ1) = 1, k′2 = k2δ2, m′2 = −k2γ2,
(γ2, δ2) = 1. Then

∫ 1
2

− 1
2

∫ 1
2

− 1
2

e2πik1δ1ue−2πik1γ1ve−2πik2δ2ue2πik2γ2v du dv 6= 0

if and only if
k1γ1 = k2δ2, k1γ1 = k2γ2.

But (k1γ1, k1δ1) = k1, (k2γ2, k2δ2) = k2, a contradiction, so

∫ 1
2

− 1
2

∫ 1
2

− 1
2

e2πik1δ1ue−2πik1γ1ve−2πik2δ2ue2πik2γ2v du dv = 0

for 1 ≤ k1 < k2 and all γ ∈ Γ1.
Similarly it is shown that the other three terms of (ek′1m′1 , ek′2m′2) are 0. It follows

that
(
fk1(z, u, v), fk2(z, u, v)

)
H1J

= 0 for 1 ≤ k1 < k2. Clearly,

(
f0(z), fk(z, u, v)

)
= 0 for k ≥ 1.

Now it follows from Lemma 1.3 that

H1J =
∞∑

k=0

⊕
Hk.

Let H′k be the space of continuous functions f(z, u, v) in Hk such that f is
continuous and C1 in u and v.

We shall prove thatHk is invariant under L by proving that L
(
H′k∩D(L)

)
⊂ Hk.

Let fk0 ∈ H′k ∩ D(L). Then, with
( k′
m′
)

= g−1
(
k
0

)
we obtain, using Lemma 1.3 and
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Lemma 1.4,
(
Lfk
)
(z, u, v) = L

{ ∑

g∈Γ1\Γ∞

(
Tgfk0

)
(z)ek′m′(u, v)

}

=
∑

g∈Γ1\Γ∞

{(
ATgfk0

)
(z)

+
(
Tgfk0

)
(z)

4π2

y

[
k′

2 − 2k′m′x+m′
2
(x2 + y2)

]}
ek′m′(u, v)

=
∑

g∈Γ1\Γ∞

{(
ATgfk0

)
(z) +

(
Tgfk0

)
(z)T̃g

[4π2

y
k2
]}
ek′m′(u, v)

=
∑

g∈Γ1\Γ∞

{
Tg

[(
A+

4π2k2

y

)
fk0

]}
(z)ek′m′(u, v).

So Lfk ∈ H′k provided Afk0 is continuous, and (Lfk)(z, u, v) has the series expansion
(1.10) with fk0(z) replaced by

(
A+ 4π2k2

y
fk0

)
(z).

The Lemma is proved. �

By Lemma 1.5, the Γ1,J -invariant Laplacian L is decomposed into a direct sum
of operators Lk in invariant subspaces Hk.

For k = 0, L0 is the Γ1-invariant Laplacian A in HΓ1 .
For k ≥ 1, let H0

k = HΓ∞ = L2(FΓ∞ ; y−2 dx dy), where

FΓ∞ = {z = x+ iy | − 1
2
< x ≤ 1

2
, y > 0},

and let L0
k be the Γ∞-invariant, self-adjoint operator in HΓ∞

L0
k = A+ 4π2k

2

y
.

Let Σk be the map from H0
k into Hk defined for f ∈ H0

k by

Σkf =
∑

g∈Γ1\Γ∞

(
Tgf
)
(z)ek(δ,−γ)(u, v), g =

(
α β
γ δ

)
. (1.18)

Lemma 1.6. For each k ≥ 1, Σk is a unitary operator from H0
k onto Hk, and Lk

is unitarily equivalent to L0
k,

LkΣk = ΣkL
0
k.

Proof. Let fi ∈ H0
k and let Σkfi be defined by (1.18), gi =

(
αi βi
γi δi

)
, i = 1, 2. Since

g1g
−1
2 6∈ Γ∞ implies γ1 6= γ2 or δ1 6= δ2, for g1 6= g2 mod Γ∞

(
Tg1f1(z)ek(δ1,−γ1)(u, v),

(
Tg2f2)(z)ek(δ2,−γ2)(u, v)

)
HΓ

1,J

= 0,

so (
Σkf1,Σkf2

)
Hk

=
∑

g∈Γ1\Γ∞

((
Tgf1

)
(z),

(
Tgf2

)
(z)
)
HΓ1

= (f1, f2)HΓ∞
,
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unfolding the integral, and Σk is unitary from H0
k = HΓ∞ onto Hk. By the last part

of the proof of Lemma 1.5, for f ∈ D(L0
k)

LkΣkf = ΣkL
0
kf

and Lk is unitarily equivalent to L0
k. �

We proceed to analyze for k ≥ 1 the operators

L0
k = −y2

(
∂2

∂x2
+

∂2

∂y2

)
+ 4π2k

2

y
in H0

k = L2
(
FΓ∞ ;

dx dy

y2

)

with the condition

f(1
2

+ iy) = f(−1
2

+ iy) for 0 < y <∞.

Lemma 1.7. Let H = L2(0,∞; y−2 dy). Then H0
k can be decomposed as a direct

sum of subspaces invariant under L0
k,

H0
k =

∑

l∈Z

⊕
H0
kl, H0

kl = {e2πilxϕkl(y) |ϕkl ∈ H}

with
L0
k

(
e2πilxϕkl(y)

)
= e2πilx ·

{
− y2 ∂

2

∂y2
+ 4π2

(k2

y
+ l2y2

)}
ϕkl(y).

Let
L̃kl = −y2 ∂

2

∂y2
+ 4π2

(k2

y
+ l2y2

)
in H

and
L0
kl = L0

k

∣∣
H0
kl

, L0
k =

∑

l∈Z

⊕
L0
kl.

Then L0
kl is unitarily equivalent to L̃kl via the map ϕkl(y)→ e2πilxϕkl(y).

For k ≥ 1, l 6= 0, the operator L̃kl has a purely discrete, simple spectrum con-
sisting of a sequence of eigenvalues

1
4
< λ1

kl < λ2
kl < · · · < λnkl < · · · , λnkl −−−→

n→∞
∞ (1.19)

with orthonormal eigenfunctions

ϕ1
kl(y), ϕ2

kl(y), . . . , ϕnkl(y), . . . (1.20)

The operator L0
kl has the same eigenvalues λnkl with eigenfunctions

e2πilxϕnkl(y)

or
cos(2πlx)ϕnkl(y), sin(2πlx)ϕnkl(y).

10



For k ≥ 1, l = 0 we obtain the operator

L0
k0 = Lk0 = −y2 ∂

2

∂y2
+ 4π2k

2

y
.

This operator has a simple, purely continuous spectrum, to be discussed in detail in
the following Lemma.

Proof. The proof is straightforward by separation of variables. �

Lemma 1.8. The operator Lk0 is self-adjoint in H with a simple, purely continuous
spectrum. The generalized eigenfunctions hk(y, s) are given for s ∈ C, y > 0, k ≥ 1
by the Bessel functions,

hk(y, s) =
√
yK2s−1(4πky−1/2)

which are the solutions of the Bessel equation

−y2d
2hk(y, s)

dy2
+ 4π2k

2

y
hk(y, s) = s(1− s)hk(y, s) (1.21)

with the asymptotics

Kν(y) ∼
(
π

2y

) 1
2

e−y for y →∞

Kν(y) ∼ Γ(ν)

2

(y
2

)−ν
for y → 0, ν 6= 0

K0(y) ∼ − log y for y → 0.

Also
Kν(y) = K−ν(y) .

The other solution I2s−1(πky−1/2) grows exponentially as y → 0 and so does not
contribute to the continuous spectrum.

The functions hk(y; s) are entire functions of s, and

hk(y, 1− s) = hk(y, s).

Moreover, for k ∈ N

Lk0 = U(k)L10U
−1(k), hk(y; s) =

(
U(k)h1

)
(y; s),

(
U(k)f

)
(y) = kf(k−2y).

Proof. This follows from well known properties of the Bessel functions. �

From Lemmas 1.5–1.8 we obtain

11



Theorem 1. For k ∈ N, l ∈ Z, let

Hkl = ΣkH0
kl

where Σk is given by (1.18).
Then

HΓJ =
∞∑

k=1

⊕{ ∞∑

l=−∞

⊕
Hkl

}
,

Hkl is invariant under L and

L =
∞∑

k=1

⊕{ ∞∑

l=−∞

⊕
Lkl

}
,

where

LklΣk

(
e2πilxϕkl(y)

)
= ΣkL

0
kl

(
e2πilxϕkl(y)

)
= Σk

(
e2πilxL̃klϕkl(y)

)
.

For l 6= 0 the spectrum of Lkl is the sequence of simple eigenvalues λnkl of L̃kl
given by (1.19) with orthonormal eigenfunctions

Ψkl(z, u, v) = Σk

(
e2πilxϕnkl(y)

)

=
∑

g∈Γ1\Γ∞

{
Tg
(
e2πilxϕnkl(y)

)}
(z)ek(δ,−γ)(u, v), g =

(
α β
γ δ

)
.

Each λnkl is a 2-dimensional eigenvalue of Lk with eigenfunctions
∑

k e
2πilxϕnkl(y) and∑

k e
−2πilxϕnkl(y).

The operators L̃k1l1 and L̃k2l2 with k2
1l1 = k2

2l2 are unitarily equivalent via the
dilation ϕ(y)→

(
l1
l2

)1/2
ϕ
(
l1
l2
y
)
.

For l = 0 the spectrum of Lk0 is purely continuous with generalized eigenfunctions

Ek(z, u, v; s) = Σkhk(y; s)

=
∑

g∈Γ1\Γ∞

{
Tg
(√

yK2s−1(4πky−1/2)
)}

(z)ek(δ,−γ)(u, v), g =
(
α β
γ δ

) (1.22)

The series (1.22) is absolutely convergent for all s ∈ C and defines an entire
function of s for any k ∈ N, (z, u, v) ∈ FΓJ .

The function Ek(z, u, v; s) satisfies a functional equation

Ek(z, u, v; s) = Ek(z, u, v; 1− s).

There is no scattering and no resonances associated with Lk0.
Moreover,

Ek(z, u, v; s) =
(
ΣkU(k)Σ−1

1 E1

)
(z, u, v; s).
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2 The counting function for eigenvalues of L and
the Weyl law

We now discuss the asymptotic counting function for the eigenvalues of L. We
make use of the following result of Titchmarsh ([7] Ch. VII Theorem 7.5) where the
uniform bound on the remainder is obtained by keeping track of the constants in
the proof.

Lemma 2.1. Let q ∈ C1(−∞,∞) be downward convex with q′(x) increasing on
(−∞,∞), q(x)→∞ as x→ ±∞.

Let
λ1 < λ2 < · · · < λn < · · ·

be the (simple) eigenvalues of the operator

M = − d2

dx2
+ q(x) in L2(−∞,∞)

with eigenfunctions yn(x),

y′′n(x) + {λ− q(x)}yn(x) = 0.

Then ∣∣∣n− 1

π

∫ x2

x1

{λn − q(x)} 1
2 dx

∣∣∣ < 4 +
14

3π
= K1

where
q(x1) = q(x2) = λ

and

Nq(λ) = #{λn ≤ λ} =
1

π

∫ x2

x1

{λ− q(x)} 1
2 dx+O(1), |O(1)| ≤ 4 +

14

3π

for all q in the above class.

Let T be the unitary operator from L2(0,∞, ; y−2 dy) to L2(−∞,∞; dt) defined
for g ∈ L2(0,∞, ; y−2 dy) by

f(t) =
(
Tg
)
(t) = g(et)e−

t
2 .

Then
TLklT

−1 = Mkl = − d2

dt2
+ 1

4
+ 4π2(k2e−t + l2e2t)

with the simple eigenvalues

1
4
< λ1

kl < λ2
kl < · · · < λnkl < · · ·

13



Let
Nkl(λ) = #{λnkl < λ}

be the counting function for Mkl. By Lemma 2.1,

Nkl(λ) =
1

π

∫

Jkl(λ)

{
λ− 1

4
− 4π2(k2e−t + l2e2t)

} 1
2 dt+Okl(λ)

where
Jkl(λ) = {t | 1

4
+ 4π2(k2e−t + l2e2t) < λ} for λ > mkl

with

mkl = min{1
4

+ 4π2(k2e−t + l2e2t) | t ∈ R} = 1
4

+ 4π2k4/3l2/33 · 2−2/3

and
|Okl(λ)| ≤ K1 for all k, l, λ.

We have

Nkl(λ) = 2

∫

J̃kl(λ)

{λ− 1
4

4π2
−
(
k2e−t + l2e2t

)} 1
2
dt+Okl(λ)

and

J̃kl(λ) =

{
t

∣∣∣∣ k2e−t + l2e2t <
λ− 1

4

4π2

}
.

To simplify the calculations we replace λ by λ′ = (λ − 1
4
)/(4π2), prove the

asymptotic estimates with λ′ and at the end substitute λ′ = (λ − 1
4
)/(4π2) and

introduce the factor 2. For simpler notation we replace λ′ by λ until then. So we
study the scaled problem with

Nkl(λ) =

∫

J ′kl(λ)

{
λ− (k2e−t + l2e2t)

} 1
2 dt+Okl(λ)

where
J ′kl(λ) = {t | k2e−t + l2e2t < λ}

for λ > k4/3l2/33 · 2−2/3 and

|Okl(λ)| < K1 for all k, l, λ.

Setting u = et, we get
Nkl(λ) = Ikl(λ) +Okl(λ) (2.1)

where
Ikl(λ) =

∫

Jkl(λ)

{
λ− (k2u−1 + l2u2)

} 1
2u−1 du (2.2)

and Jkl(λ) = {u = et | t ∈ J ′kl(λ)}. By Theorem 1, this implies

N(λ) =
∑

k,l≥1
mkl<λ

Ikl(λ) +
∑

k,l≥1
mkl<λ

Okl(λ) (2.3)

14



where we have not counted the double multiplicity of the λnkl as eigenvalues of L. It
will be restored at the end, when we prove the Weyl law.

We estimate the last term of (2.3) as follows.

Lemma 2.2. ∣∣∣
∑

k,l≥1
mkl<λ

Okl(λ)
∣∣∣ = O(λ3/2). (2.4)

Proof. With µ = λ3−122/3 we have
∣∣∣
∑

k,l≥1
mkl<1

Okl(λ)
∣∣∣ ≤ K1

∑

k,l≥1
k4/3l2/3<µ

1 = K1

{ ∑

k,l≥2
k4/3l2/3<µ

1 +
∑

k≥1
k4/3<µ

1 +
∑

l≥1
l2/3<µ

1
}
.

We have

∑

k,l≥2
k4/3l2/3<µ

1 ≤
∫∫

k,l≥1
k4/3l2/3<µ

1 dk dl =

∫ µ3/4

1

dk

∫ µ3/2k−2

1

1dl

=

∫ µ3/4

1

{
µ3/2k−2(1− µ−3/4)− (µ3/4 − 1)

}
dk < µ3/2

and ∑

k≥1
k4/3<µ

1 ≤ µ3/4,
∑

l≥1
l2/3<µ

1 ≤ µ3/2.

The Lemma is proved. �

We introduce

Ñk(λ) =
∑

1≤l<λ3/2k−23−3/22

Ikl(λ) for 1 ≤ k < λ3/43−3/421/2

Ñ(λ) =
∑

1≤k<λ3/43−3/42

Ñk(λ)

Nk(λ) =
∑

1≤l<λ3/2k−23−3/22

Nkl(λ)

N(λ) =
∑

1≤k<λ3/43−3/421/2

Nk(λ).

From (2.1), Lemma 2.2 and Theorem 1 follows

Lemma 2.3.
∑

1≤k≤λ3/43−3/421/2

Nk1(λ) =
∑

1≤k≤λ3/43−3/421/2

Ik1(λ) +O(λ3/2)

Nk(λ) = Ñk(λ) +O(λ3/2),
∣∣O(λ3/2)

∣∣ ≤ Kλ3/2 for all k

N(λ) = Ñ(λ) +O(λ3/2).
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We now study the asymptotics of Ñk(λ) and Ñ(λ) through approximation of sums
over k and l by integrals.

Lemma 2.4.
∑

2≤k<λ3/43−3/421/2

Ik1(λ)

≤
∫ λ3/43−3/421/2

1

dk′
∫

Jk′1

{
λ− (k′

2
u−1 + u2)

1
2u−1

} 1
2u−1 du ≤ K1λ

5/4,

∑

2≤k<λ3/43−3/421/2

Nk1(λ) = O(λ3/2).

Proof. For 2 ≤ k < λ3/43−3/421/2

Ik1(λ) =

∫

k2u−1+u2<λ

{
λ− (k2u−1 + u2)

} 1
2u−1 du

≤
∫ k

k−1

dk′
∫

k′2u−1+u2<λ

{
λ− (k′

2
u−1 + u2)

} 1
2u−1 du

Adding over k, we get the left inequality of the Lemma. We estimate the integral

Ĩ =

∫ λ3/43−3/421/2

1

dk′
∫

Jk′1

{
λ− (k′

2
u−1 + u2)

}1/2
u−1 du.

Set u = vλ1/2, k′ = xλ3/4. Then

Ĩ = λ5/4

∫

λ−3/4≤x≤3−3/421/2

x2v−1+v2<1

dx dv
{

1− v2 − x2v−1
} 1

2v−1.

The positive solution x(v) of the equation

1− v2 − x2v−1 = 0

is
x = (v − v−3)1/2, 0 ≤ v ≤ 1.

The function

g(v) = v − v3 with g′(v) = 1− 3v2 has

max
0≤v≤1

g(v) = g(3−1/2) = 2 · 3−3/2

so
x(v) = g

1
2 (v) has max

0≤v≤1
x(v) = 3−3/421/2

Therefore

Ĩ = λ5/4

∫ (v−v3)1/2

λ−3/4

dx

∫

x2v−1+v2<1

dv
{

1− v2 − x2v−1
} 1

2v−1.
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Setting x = (v − v3)
1
2x1, we get

Ĩ = λ5/4

∫ v2

v1

dv(1− v2)v−
1
2

∫ 1

λ−3/4(v−v3)−1/2

(
1− x2

1

) 1
2 dx1, 0 < v1 < v2 < 1.

With x1 = sinϕ we get
∫ 1

λ−3/4(v−v3)−1/2

(
1− x2

1

)1/2
dx1 =

∫ π
2

arcsin[λ−3/4(v−v3)−1/2]

cos2 ϕdϕ

=
[

1
2

+ 1
4

sin 2ϕ
]π

2

arcsin[λ−3/4(v−v3)−1/2]

= π
4
− 1

2
arcsin

[
λ−3/4(v − v3)−1/2

]

− 1
2
λ−3/4(v − v3)−1/2

[
1− λ−3/2(v − v3)−1

]1/2

<
π

4
.

So

Ĩ ≤ λ5/4π

4

∫ 1

0

dv(1− v2)v−1/2 = λ5/4K1. (2.5)

It now follows from (2.5) and Lemma 2.3 that
∑

2≤k<λ3/43−3/421/2

Nk1(λ) = O(λ3/2).

This completes the proof of the Lemma. �

Next we approximate for each k, Ñk(λ) by the integral

Ik(λ) =

∫ λ3/2k−23−3/22

1

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
}− 1

2u−1 du. (2.6)

Lemma 2.5. Ñk(λ) = Ik(λ) +O(λ5/4) uniformly in k.

Ñ(λ) =
∑

1≤k<λ3/43−3/421/2

Ik(λ) +O(λ5/4).

Proof. For fixed k ∈ N, l = 2, 3, . . . we have
∫ l+1

l

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du

≤
∫

Jkl(λ)

{
λ− (k2u−1 + l2u2)

} 1
2u−1 du

≤
∫ l

l−1

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du.

(2.7)
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Summing over l = 2, 3, . . . we get

λ3/2k−23−3/22∫

2

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du

≤
∑

l∈N,l�2

∫

Jkl(λ)

{
λ− (k2u−1 + l2u2)

} 1
2u−1 du

≤
λ3/2k−23−3/22∫

1

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du.

(2.8)

The difference of the r.h.s. and the l.h.s. of (2.8) is
∫ 2

1

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du

≤
∫

Jk1(λ)

{
λ− (k2u−1 + u2)

} 1
2u−1 du.

(2.9)

Summing (2.8) over k ∈ N, we get

∑

1<k<λ3/43−3/421/2

λ3/2k−23−3/22∫

2

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du

≤
∑

1≤k<λ3/43−3/421/2

∑

l∈N,l≥2

∫

Jkl(λ)

{
λ− (k2u−1 + l2u2)

} 1
2u−1 du

≤
∑

1≤k<λ3/43−3/421/2

λ3/2k−23−3/22∫

1

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du.

(2.10)

The difference of the right hand side and the l.h.s. if (2.10) is established by summing
(2.9) over k and is equal to

∑

1≤k<λ3/43−3/421/2

∫ 2

1

dl′
∫

Jkl′ (λ)

{
λ− (k2u−1 + l′

2
u2
} 1

2u−1 du

≤
∑

1≤k<λ3/43−3/421/2

∫

Jk1

{
λ− (k2u−1 + u2

} 1
2u−1 du

= I11(λ) +
∑

2≤k<λ3/43−3/421/2

Ik1(λ).

(2.11)

We have
I11(λ) =

∫

J11

{
λ− (u−1 + u2

} 1
2u−1 du = O(λ

1
2 ). (2.12)

By Lemma 2.4, ∑

2≤k<λ3/43−3/421/2

Ik1(λ) ≤ K1λ
5/4. (2.13)
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By (2.10)–(2.13) we have

∑

1≤k<λ3/43−3/421/2

∑

l∈N,l�2

∫

Jkl(λ)

{
λ− (k2u−1 + l2u2)

} 1
2u−1 du

=
∑

1≤k<λ3/43−3/421/2

λ3/2k23−3/22∫

1

dl′
∫

J ′kl(λ)

{
λ− (k2u−1 + l′

2
u2)
} 1

2u−1 du

+O(λ5/4).

(2.14)

Also, by Lemma 2.4

∑

2≤k<λ3/43−3/421/2

∫

Jk1(λ)

{
λ− (k2u−1 + u2)

} 1
2u−1 du = O(λ5/4). (2.15)

Adding (2.12), (2.14) and (2.15), we conclude the proof of the Lemma. �

We now determine the asymptotics for λ → ∞ of the integral Ik(λ) for each
fixed k.

Lemma 2.6. Ik(λ) ↗∼ λ2k−2 π
8
for fixed k ∈ N.

Proof. We have

Ik(λ) =

∫
dl

∫
du

1≤l<λ3/2k−23−3/22
k2u−1+l2u2<λ

{
λ− (k2u−1 + l2u2)

} 1
2u−1.

Setting
u = vλ−1k2, l = xλ3/2k−2

we get

Ik(λ) = λ2k−2

∫
dx

∫
dv

λ−3/2k2≤x<3−3/22
v−1+x2v2<1

{
1− (v−1 + x2v2)

} 1
2v−1. (2.16)

We discuss the domain of integration, given by

λ−3/2k2 ≤ x < 3−3/22, 0 < x < (1− v−1)
1
2v−1.

Let f(v) be the function defined for 1 ≤ v <∞ by

f(v) =
1− v−1

v2
, f(1) = lim

v→∞
f(v) = 0

f ′(v) =
3− 2v

v4
, f(3

2
) = 4

27
= max

1≤v<∞
f(v).

Since 3−3/2 · 2 > 2√
27
, x is restricted by

λ−3/2k2 ≤ x ≤ (1− v−1)
1
2v−1. (2.17)
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Since x ≥ λ−3/2k2, v is restricted by

f(v) =
1− v−1

v2
≥ λ−3k4 (2.18)

Let v1 < v2 be the two roots in (1,∞) of

1− v−1

v2
= λ−3k4. (2.19)

When λ→∞ for fixed k, v1(λ)↘ 1, v2(λ)↗∞.
Asymptotically, for fixed k < λ3/43−3/421/2

v2(λ) ∼ λ3/2k−2 as λ→∞ (2.20)
v1(λ)− 1

v3
1(λ)

∼ λ−3k4; v1(λ)− 1 ∼ λ−3k4 as λ→∞. (2.21)

Now we interchange the order of the integration in Ik(λ), replacing the limits for
x by (2.17) and for v by the roots v1 = v1(λ) and v2 = v2(λ) of (2.19). We obtain
from (2.16)

Ik(λ) = λ2k−2

∫ v2

v1

dv

∫ (1−v−1)
1
2 v−1

λ−3/2k2

dx
{1− v−1

v2
− x2

} 1
2

= λ2k−2

∫ v2

v1

dv Ik(v)

(2.22)

where

Ik(v) =

∫ (1−v−1)
1
2 v−1

λ−3/2k2

dx
{1− v−1

v2
− x2

} 1
2
. (2.23)

We calculate Ik(v). Setting x = (1−v−1)
1
2

v
x1, we get

Ik(v) =
1− v−1

v2

∫ 1

λ−3/2k2v(1−v−1)−1/2

(1− x2
1)

1
2 dx1 =

1− v−1)
1
2

v2
Ik0(v). (2.24)

where

Ik0(v) =

∫ 1

λ−3/2k2v(1−v−1)−1/2]

(1− x2)
1
2 dx. (2.25)

Setting x = sinϕ, we get

Ik0(v) =

∫ π/2

arcsin[λ−3/2k2v(1−v−1)−1/2]

cos2 ϕdϕ

= 1
2

∫ π/2

arcsin[λ−3/2k2v(1−v−1)−1/2]

(1 + cos 2ϕ) dϕ

=
[
ϕ
2

+ 1
4

sin 2ϕ
]π/2

arcsin[λ−3/2k2v(1−v−1)−1/2]

= π
4
− 1

2
arcsin

[
λ−3/2k2 v

(1− v−1)
1
2

]

− 1
2

[
λ−3/2k2 v

(1− v−1)
1
2

]{
1− λ−3k4 v2

1− v−1

} 1
2

(2.26)
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From (2.24)–(2.26) we obtain
∫ v2

v1

dv Ik(v) = Fk1(v1, v2)− Fk2(v1, v2)− Fk3(v1, v2) (2.27)

where

Fk1(v1, v2) =

∫ v2

v1

(
1

v2
− 1

v3

)
π

4
dv =

π

4

(
1

v1

− 1

v2

)
− π

8

(
1

v2
1

− 1

v2
2

)
, (2.28)

Fk2(v) =

∫ v2

v1

(
1

v2
− 1

v3

)
1
2

arcsin
[
λ−3/2k2 v

(1− v−1)
1
2

]
dv (2.29)

Fk3(v) =

∫ v2

v1

(
1

v2
− 1

v3

)
1
2

[
λ−3/2k2 v

(1− v−1)
1
2

]{
1− λ−3k4 v2

1− v−1

} 1
2 (2.30)

Using the asymptotic limits (2.20), (2.21) of v1(λ) and v2(λ) we get from (2.28)
for fixed k ∈ N

Fk1(v1, v2)

∼ π

4

(
1

1 + λ−3k4
− λ−3/2k2

)
− π

8

(
1

[1 + λ−3k4]2
− λ−3k4

)
as λ→∞

and a calculation using that v1(λ)↘ 1, v2(λ)↗∞ shows that for fixed k ≥ 1

Fk1(v1, v2)↗ π

8
for λ→∞. (2.31)

We consider next Fk2(v1, v2) and Fk3(v1, v2). For fixed k and v in both cases the
integrand converges to 0 for λ→∞. We have by (2.18)

λ−3/2k2 v

(1− v−1)
1
2

≤ 1.

Also,

0 ≤ 1

v2
− 1

v3
= f(v) ≤ 4

27

so for all k and v ∈ (1,∞)

(
1

v2
− 1

v3

)
arcsin

[
λ−3/2k2 v

(1− v−1)
1
2

]
<

(
1

v2
− 1

v3

)
π

2

and
(

1

v2
− 1

v3

)[
λ−3/2k2 v

(1− v−1)
1
2

]{
1− λ−3k4 v2

1− v−1

} 1
2

<
1

v2
− 1

v3
.

By Lebesgue’s dominated convergence theorem and the asymptotic limits (2.20),
(2.21), for fixed k ∈ N

Fk2

(
v1(λ), v2(λ)

)
−−−−→
λ→∞

0 (2.32)

Fk3

(
v1(λ), v2(λ)

)
−−−−→
λ→∞

0. (2.33)
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Moreover, Fk2(v1, v2) > 0, Fk3(v1, v2) > 0, so by (2.27) and (2.31)
∫ v2(λ)

v1(λ)

dvIk(v) ≤ π

8
as λ→∞

and by (2.22) for each k ≥ 1
Ik(λ) ≤ λ2k−2 π

8
.

Inserting (2.31), (2.32), (2.33) in (2.27), we get for fixed k ∈ N
∫ v2(λ)

v1(λ)

Ik(v) (v) dv ↗ π

8
as λ→∞ (2.34)

and
Ik(λ) ↗∼ λ2k−2 π

8
for λ→∞. (2.35)

The Lemma is proved. �

Theorem 2. The counting function N(λ) for the eigenvalues of the operator L
satisfies the Weyl law,

N(λ) ∼ 1

192π
λ2 for λ→∞.

Proof. 1)
N(λ) =

∑

k≥1
mk1<λ

Nk1(λ) +
∑

k≥1

∑

l≥2

mkl<λ

Nkl(λ). (2.36)

By Lemmas 2.4, 2.5, ∑

k≥1
mk1<λ

Nk1(λ) = O(λ3/2) (2.37)

and ∑

k≥1

∑

l≥2

mkl<λ

Nkl(λ) =
∞∑

k=1

Ik(λ) +O(λ3/2). (2.38)

From Lemma 2.6 and (2.36)–(2.38) follows

N(λ) . λ2 π
8

∞∑

k=1

k−2 = λ2 π
8
· π2

6
= π3

48
λ2.

2) Let C = π3

48
− ε. We prove that for λ > λ0, N(λ) > Cλ2. Choose K such

that ∞∑

k=K+1

1

k2
< ε.

As in 1) we see that

N ′k(λ) = #
{
λnkl ≤ λ

∣∣ l ∈ N, k ≥ K + 1
}
. π

8
ελ2. (2.39)
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Also, by Lemmas 2.5 and 2.6 there exists λ0 such that for λ > λ0

∑

1≤k≤K
Nk(λ) = #{λnkl ≤ λ | l ∈ N, 1 ≤ k ≤ K} > π

8

( ∞∑

k=1

1

k2
− ε
)
λ2. (2.40)

From (2.39) and (2.40) we get for λ > λ0

N(λ) & π

4

( ∞∑

k=1

1

k2
− 2ε

)
λ2 =

(
π3

48
− π

4
ε

)
λ2. (2.41)

The Weyl law. By 1) and 2),

N(λ) ∼ π3

48
λ2 for λ→∞.

Replacing λ by λ′ = (λ− 1
4
)/(4π2), introducing the factor 2 in the formula for Nkl(λ),

and taking into account the double multiplicity of λnkl as eigenvalue of L, we obtain
for the counting function of the operator L

N(λ) ∼ 1
192π

λ2 for λ→∞.

The constant CW of the Weyl law equals π
6
/(32π2) = 1/(192π) where π

6
is the

volume of the Jacobi manifold MJ and 32π2 is the area of the unit sphere in R4.
This concludes the proof of the Weyl law for LΓJ . �

3 Normal subgroups of finite index
Let Γ be a normal subgroup of Γ1 of index I and let ΓJ = Γ n Z be the reduced
Jacobi group associated with Γ, a normal subgroup of the modular Jacobi group
Γ1,J of index I.

Let β be the width of Γ and let

Γ∞ =
{

(1 βl
0 1 )

∣∣ l ∈ Z
}

be the lranslation group of Γ..
The ΓJ -invariant Laplacian

LΓJ = −y2

(
∂2

∂x2
+

∂2

∂y2

)
− 1

y

(
∂2

∂u2
− 2x

∂

∂u

∂

∂v
+
(
x2 + y2)

∂2

∂v2

)

is a self-adjoint operator in the Hilbert space

HΓJ = L2(FΓJ ; y−2 dx dy), FΓJ = FΓ × {(u, v) | − 1
2
< u ≤ 1

2
,−u < v ≤ 1

2
}.

Lemma 3.1. Let f be a ΓJ-invariant, continuous function of z, u, v, C1 in u and
v for fixed z. Then

f(z, u, v) =
∑

k,m

fkm(z)ekm(u, v)
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where
fk′m′(z) =

(
Tgfkm

)
(x),

( k′
m′
)

= g−1
(
k
m

)
for g ∈ Γ.

Proof. This is proved as Lemma 1.1. �

Let
(
k
m

)
∼
Γ

( k′
m′
)
if
(
k
m

)
= g
( k′
m′
)
for some g ∈ Γ. Let Γ̂ = Γ1

/
Γ, ĝ = gΓ ∈ Γ̂,

U = (1 1
0 1), Γ̂∞β = {Û i | i = 0, 1, . . . , β − 1}.

Choose g1, g2, . . . , gI/β ∈ Γ1 with g1 = (1 0
0 1), such that

{ĝiΓ̂∞β | i = 1, 2, . . . , I/β} = Γ̂
/

Γ̂∞β

or
Γ1

/
Γ = {giU jΓ | i− 1, 2, . . . , I/β, j = 0, 1, . . . , β − 1} (3.1)

By Lemma 1.2, the equivalence classes of Z2 under ∼
Γ1

are given by

Z2
k =

{( k′
m′
) ∣∣∣ (k′,m′) = k

}
, k = 1, 2, . . .

Lemma 3.2. For fixed k = 1, 2, . . . the equivalence classes of Z2
k under ∼

Γ
are given

by
Γgi
(
k
0

)
= ΓgiU

j
(
k
0

)
, i = 1, . . . , I/β, j = 0, . . . , β − 1.

Let (
ki
mi

)
= gi

(
k
0

)
.

The stabilizer of
(
ki
mi

)
is Γi∞ = giΓ∞g

−1
i .

The parabolic subgroup Γi∞ of Γ is the stabilizer of the cusp gi(∞).

Proof. By definition of the gi, for i 6= j gi
(
k
0

)
�
Γ
gj
(
k
0

)
, so {Γgi

(
k
0

)
} are distinct classes

under ∼
Γ
for i = 1, . . . , I/β.

On the other hand, U j
(
k
0

)
=
(
k
0

)
for j = 0, 1, . . . , β − 1, so

ΓgiU
j
(
k
0

)
= Γgi

(
k
0

)
for j = 0, 1, . . . , β − 1.

By (3.1) the distinct equivalence classes Γgi
(
k
0

)
, i = 1, . . . , I/β are all the equivalence

classes under ∼
Γ
. �

We proceed to characterize the ΓJ -invariant functions as it was done in Lemma 1.3
for Γ = Γ1.
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Lemma 3.3. Let fk0 ∈ HΓ∞ = L2(FΓ∞ ; y−2 dx dy) and for i = 1, 2, . . . , I/β

f ik0(z, u, v) = T̃gi
(
fk0(z)e2πiku

)

=
(
Tgifk0

)
(z)ekimi(u, v),

(
ki
mi

)
= g−1

i

(
k
0

)

f ik(z, u, v) =
∑

g̃∈Γ/Γi∞

(
T̃g̃f

i
k0

)
(z, u, v)

=
∑

g̃∈Γ/Γi∞

(Tg̃Tgifk0)(z)ek′m′(u, v),
( k′
m′
)

= g̃−1
(
ki
mi

)
(3.2)

Then the functions f ik(z, u, v) are ΓJ-invariant and

f ik(z, u, v) =
(
T̃gif

1
k

)
(z, u, v), i = 1, . . . , I/β

where
(
T̃gif

1
k

)
(z, u, v) =

∑

g∈Γ/Γ∞

(
TgiTgfk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= g−1
i g−1

(
k
0

)

and by the choice g1 = (1 0
0 1)

f 1
k (z, u, v) =

∑

g∈Γ/Γ∞

(
Tgfk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
. (3.3)

Proof.

f ik(z, u, v) =
∑

g̃∈Γ/Γi∞

(
Tg̃Tgifk0

)
(z)ek′m′(u, v)

(( k′
m′
)

= g̃−1g−1
i

(
k
0

))

=
∑

g̃∈Γ/Γi∞

[
Tgi
(
Tg−1

i
Tg̃Tgi

)
fk0

]
(z)ek′m′

(( k′
m′
)

= g−1
i

(
gig̃
−1g−1

i

)(
k
0

))

Since Γ is normal, setting g = g−1
i g̃gi, this equals

∑

g∈Γ/Γ∞

(
TgiTgfk0

)
(z)ek′′m′′(u, v)

(( k′′
m′′
)

= g−1
i g−1

(
k
0

))

= T̃gi
∑

g∈Γ/Γ∞

(
Tgfk0

)
(z)ek′′m′′(u, v)

(( k′′
m′′
)

= g−1
(
k
0

))

=
(
T̃gif

1
k

)
(z, u, v), i = 1, . . . , I/β

The Lemma is proved. �

Lemma 3.4. For each k ≥ 1 and i = 1, . . . , I/β the map

f 1
k −→ f ik = T̃gifk1

given by (3.2) and (3.3) is unitary from the Hilbert space H1
Γk of ΓJ-invariant func-

tions of the form given by (3.3) onto Hi
Γk = T̃giH1

Γk.
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For k1 6= k2 and for k1 = k2, i1 6= i2, the Hilbert spaces Hi1
Γk1

and Hi2
Γk2

are
orthogonal. The subspaces Hi

Γk are invariant under L, and for each k ≥ 1 the
operators

LiΓk = L|HiΓk , i = 1, . . . , I/β (3.4)

are unitarily equivalent.
With

LΓk =

I/β∑

i=1

⊕
LiΓk for k ≥ 1 (3.5)

and
LΓ0 = −y2

(
∂2

∂x2
+

∂2

∂y2

)
in L2(FΓ) (3.6)

we have

LΓJ =
∞∑

k=0

⊕
LΓk. (3.7)

Proof. Fix k ≥ 1, i = 1, . . . , I/β.
Then for f ikj ∈ L2(FΓJ ), j = 1, 2, by Lemma 3.3, with D = {(u, v) | − 1

2
< u ≤

1
2
, −u < v ≤ 1

2
}

(
f ik1, f

i
k2

)
L2(FΓJ

)
=

∫

FΓ×D

(
T̃gif

1
k1

)
(z, u, v)

(
T̃gif

1
k2

)
(z, u, v) dµ(z) du dv

=

∫

FΓ×D

{ ∑

g∈Γ/Γ∞

(
TgiTgfk0,1

)
(z)ek′m′(u, v)

}

·
{ ∑

g̃∈Γ/Γ∞

(
TgiTg̃fk0,2

)
(z)e−k′′,−m′′(u, v)

}
dµ(z) du dv

(3.8)

( k′
m′
)

= g−1
i g−1

(
k
0

)
,
( k′′
m′′
)

= g−1
i g̃−1

(
k
0

)

Since
( k′
m′
)
6=
( k′′
m′′
)
iff g 6= g̃ mod Γ∞, this equals
∫

FΓ

∑

g∈Γ/Γ∞

(
TgiTgfk0,1

)
(z)
(
TgiTgfk0,2

)
(z) dµ(z)

=

∫

TgiFΓ

∑

g∈Γ/Γ∞

(
Tgfk0,1

)
(z)
(
Tgfk0,2

)
(z) dµ(z)

=

∫

FΓ

∑

g∈Γ/Γ∞

(
Tgfk0,1

)
(z)
(
Tgfk0,2

)
(z) dµ(z)

=
(
f 1
k1, f

2
k2

)
L2(FΓJ

)

since TgiFΓ = FΓ , which can be seen as follows. We have a fundamental domain FΓ

of the form

FΓ =
I⋃

i=1

TgiFΓ1
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and

TgjFΓ = Tgj

( I⋃

i=1

TgiFΓ1

)
=

I⋃

i=1

(
TgiTgjFΓ1

)
=

I⋃

i=1

TgkFΓ1 = FΓ .

This proves that the map f 1
k → f ik = T̃gifk1 is unitary from H1

Γk onto Hi
Γk for

i = 1, . . . , I/β.
If k1 6= k2 and i.j = 1, . . . , I/β, then (k′,m′) = k1 6= k2 = (k′′,m′′) for all pairs

in the series
(
f ik1
, f jk2

)
L2(FΓJ

)

=

∫

FΓJ

{ ∑

g∈Γ/Γ∞

(
TgiTgfk10

)
(z)ek′m′(u, v)

}

·
{ ∑

g̃∈Γ/Γ∞

(
TgjTg̃fk20

)
(z)e−k′′2−m′′2 (u, v)

}
dµ(z) du dv

(3.9)

( k′
m′
)

= g−1
i g−1

(
k
0

)
,
( k′′
m′′
)

= g−1
j g̃−1

(
k
0

)
.

Therefore all terms in the series (3.9) are 0, so
(
f ik1
, f jk2

)
= 0, and Hi

Γk1
and Hj

Γk2

are orthogonal.
To prove that

(
f ik1, f

j
k2

)
= 0 for k ≥ 1, i 6= j, we write

(
f ik1, f

j
k2

)
=

∫

FΓ×T

{ ∑

g∈Γ/Γ∞

(
TgiTgfk0,1

)
(z)ek′m′(u, v)

}

·
{ ∑

g̃∈Γ/Γ∞

(
TgjTg̃fk0,2

)
(z)e−k′′2−m′′2 (u, v)

}
dµ(z) du dv

( k′
m′
)

= g−1
i g−1

(
k
0

)
,
( k′′
m′′
)

= g−1
j g̃−1

(
k
0

)
.

We have
U i
(
k
0

)
=
(
k
0

)
, i = 0, . . . , β − 1

and
gjg
−1
i g−1

(
k
0

)
6= g̃−1

(
k
0

)
, since g−1

(
k
0

)
∼
Γ
g̃−1
(
k
0

)

so ( k′′
m′′
)
6=
( k′
m′
)

for all terms, and (f ik1,
j
k2 ) = 0

so the Hilbert spaces Hi
Γk and Hj

Γk are orthogonal for i 6= j.
The unitary equivalence of the operators LiΓk, i = 1, . . . , I/β then follows from

the fact that LΓ commutes with T̃g for all g ∈ Γ,

LiΓkT̃gif
1
k = LiΓkf

i
k = LΓT̃gifk1 = T̃giLΓfk1 = T̃giL

1
Γkfk1, i = 1, . . . , I/β.

The Lemma is proved except (3.7) which will be proved after the proof of
Lemma 3.6. �
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Lemma 3.5. For k ≥ 1 the operator L1
Γk is unitarily equivalent to the operator

L0
βk = A+ 4π2k

2

y
= −y2

(
∂2

∂x2
+

∂2

∂y2

)
+ 4π2k

2

y

in H0
βk = HΓ∞ = L2

(
FΓ∞ ; y−2 dx dy

)
, FΓ∞ = {x+ iy | o ≤ x < β, y > 0} via the map

Ho
βk 3 f(z) −→

(
ΣΓkf

)
(z, u, v) = f 1

k (z, u, v)

where (
ΣΓkf

)
(z, u, v) =

∑

g∈Γ/Γ∞

(
Tgf
)
(z)ek(δ,−γ)(u, v), g = (α β

γ δ),

and
L1

ΓkΣΓkf = ΣΓkL
0
βkf for f ∈ D

(
L0
βk

)
.

Proof. This is proved as Lemma 1.8, replacing Γ1 by Γ. �

We notice that H0
βk and L0

βk are common to all Γ with the same width β, while ΣΓk

and LiΓk depend on Γ.

Lemma 3.6. For k ≥ 1 the space H0
βk can be decomposed as a direct sum of sub-

spaces

H0
βk =

∑

l∈Z

⊕
H0
βkl, H0

βkl =
{
e2πiβ−1lxϕβkl(y)

∣∣ϕβkl(y) ∈ D
(
L̃βkl

)}

where the spaces H0
βkl are invariant under L0

βk, and

L0
βk =

∑

l∈Z

⊕
L0
βkl

where

L0
βkl = L0

βk|H0
βkl
,

L0
βkl

(
e2πiβ−1lxϕβkl(y)

)
= e2πiβ−1lx

(
L̃βklϕβkl

)
(y)

and (
L̃βklϕβkl

)
(y) =

{
−y−2 d

2

dy2
+ 4π2

(
k2

y
β−2l2y2

)}
ϕβkl(y).

The operator L̃βkl is unitarily equivalent via the map g(y) → f(t) = g(et)e−t/2 to
the operator

Mβkl = − d2

dt2
+

1

4
+ 4π2(k2e−t + β−2l2e2t) in L2(−∞,∞).

For k ≥!, l ≥ 1, the operator L̃βkl has a simple, discrete spectrum

λ1
βkl < λ2

βkl < · · · < λnβkl < · · · (3.10)
1
4

+ 4π2k4/3l2/3β−2/3 · 3 · 2−2/3 < λ1
βkl, λnβkl −−−→

n→∞
∞, (3.11)
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with real, orthonormal eigenfunctions ϕnβkl(y) giving rise to even and odd eigenfunc-
tions of L0

βkl,
ϕnβkl(y) cos 2πβ−1lx, ϕnβkl(y) sin 2πβ−1lx. (3.12)

For k ≥ 1, l = 0, the operator L̃βk0 has a simple, purely continuous spectrum,
identical with that of Lk0 analyzed in Lemma 1.8, in fact

L̃Γk0 = Lk0.

Proof. Let D(L
0′
Γk) be the space of continuous functions in H0

Γk, C1 in (u, v) and let
fk be a function in D(L

0′
Γk). Then fk has an expansion

fk(x, y) =
∑

l∈Z
ϕβkl(y)e2πiβ−1lx

and
(
L

01
Γkfk

)
(x, y) =

∑

l∈Z

{
−y2 d

2

dy2
+ 4π2

(
k2

y
+ β−2l2

)}
ϕβkl(y)e2πiβ−1lx

=
∑

l∈Z

(
L̃βklϕβkl

)
(y)e2πiβ−1lx.

Since L0
Γk is the closure of L01

Γk, the first part of the Lemma follows.
A calculation shows that L̃βkl is unitarily equivalent to Mβkl.
For l 6= 0 the operators L̃βkl have purely discrete simple spectra. The function

k2e−t + β−2l2e2t has minimum k4/3l2/3β−2/3 · 3 · 2−2/3. It follows that the spectrum
of L̃βkl is a sequence of simple eigenvalues λnβkl satisfying (3.10) and (3.11).

For l = 0, L̃βk0 = Lk0 stemming from LΓ1,J which is treated in Lemma 1.8. �
Proof of (3.7) of Lemma 3.4. Fix k ≥ 1, l 6= 0. Consider for j = 1 . . . , β − 1 the
functions obtained from (3.2) by replacing gi by giT j,

f ijk (z, u, v) =
∑

g̃∈Γ/Γi∞

(
Tg̃TgiTUjfk0

)
(3.13)

with
fk0(z) = ϕnβkl(y)e2πiβ−1lx.

Then (
TUfk0

)
(z) = ϕnβkl(y)e2πiβ−1l(x+j) = fk0(z)e2πiβ−1lj,

so
f ijk (z, u, v) = e2πiβ−1ljf ik(z, u, v) for all fk0(z)

with fixed k ≥ 1, l 6= 0 and j = 1, . . . , β − 1.
For l = 0,

f ijk (z, u, v) = f ik(z, u, v), j = 1, . . . , β − 1.

It follows that the series (3.13) contribute the same functions as the functions
f ik(z, u, v) given for j = 0 by (3.2) and (3.7) follows. �
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We conclude this section by proving the Weyl law for normal subgroups of Γ1.

Lemma 3.7. The counting function NΓ(λ) for the eigenvalues of the operator LΓ

with index I of Γ in Γ1 satisfies the Weyl law

NΓ(λ) ∼ I

192π
λ2 for λ→∞.

Proof. We have

l < l +
i

β
≤ l + 1 for l = 1, 2, . . . , i = 1, . . . , β (3.14)

1

β
≤ i

β
≤ 1 for i = 1, . . . , β. (3.15)

The set of eigenvalues of LΓ is the union over k, l and β of the sequences of
eigenvalues of L0

βkl,
{
λnβkl

}∞
n=1

=
{
λn
k,l+ i

β

}∞
n=1

, l = 0, 1, 2, . . . , i = 1, . . . , β. (3.16)

By Lemmas 2.1 and 2.2

#
{
λn
k,l+ i

β
≤ λ

}
= Ik,l+ i

β
(λ) +Okli(1) (3.17)

where

Ik,l+ i
β
(λ) =

∫

Jk,l+i/β(λ)

{
λ− 4π2

(
k2

y
+

(
l +

i

β

)2

y2

)}1/2

y−1 dy

and ∑

kli

Okli(1) = O(λ3/2). (3.18)

It therefore suffices to estimate
∑

kli Ik,l+ i
β
(λ).

We consider first the sum over l ≥ 1 and then l = 0.
For fixed k, l ∈ N we have

Ik,l+1(λ) < Ik,l+β−1
β

(λ) < · · · < Ik,l+ 2
β
(λ) < Ik,l+ 1

β
(λ) < Ik,l(λ).

It follows that for fixed k, l ∈ N

βIk,l+1(λ) <

β∑

i=1

Ik,l+ i
β
(λ) < βIk,l(λ)

and hence

β
∑

l≥2

Ik,l(λ) <
∑

l≥1

β∑

i=1

Ik,l+ i
β
(λ) < β

∑

l≥1

Ik,l(λ). (3.19)

By Lemma 2.4 ∑

k≥2

Ik,1(λ) = O(λ5/4). (3.20)
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Adding (3.19) over k and using (3.20) and I11(λ) = O(λ1/2), we get

∑

k≥1

∑

l≥1

β∑

i]1

Ik,l+ i
β
(λ) = β

∑

k≥1

∑

l≥1

Ikl(λ) +O(λ5/4). (3.21)

From (3.17), (3.18), (3.21) and Lemma 2.3 we get

#
{
λn
k,l+ i

β
≤ λ

∣∣ k ≥ 1, l ≥ 1, i = 1, . . . , β
}

= βN(λ) +O(λ3/2). (3.22)

For l = 0 we get as in the proof of Lemma 2.4

β∑

i=1

∑

k≥1

Ik, i
β

= O(λ5/4). (3.23)

Adding (3.22) and (3.23), we obtain the counting function

ÑΓ(λ) = βN(λ) +O(λ3/2). (3.24)

In the asymptotic formula (3.24) we have taken into account the fact that each
eigenvalue λn

k,l+ i
β

of L0
βkl is double with eigenfunctions ϕβkl(y)e±2πiβ−1lx as in the

case of Γ1. By Lemma 3.4, λn
k,l+ i

β

as an eigenvalue of Lk is further degenerate by the

factor I/β.
Therefore we obtain for the total counting function NΓ(λ) the asymptotics

NΓ(λ) = I/β · βN(λ) +O(λ3/2) = IN(λ) +O(λ3/2). (3.25)

From Theorem 2 and (3.25) follows Lemma 3.7. �

From Lemmas 3.4– 3.7 we obtain

Theorem 3. The Hilbert space HΓJ can be decomposed into a direct sum of invariant
subspaces

HΓJ =
∞∑

k=1

⊕{ ∞∑

l=−∞

⊕( I/β∑

i=1

⊕
Hi

Γkl

)⊕ I/β∑

i=1

Hi
Γk0

}

where
Hi

Γkl = T̃giΣΓkH0
Γkl

and

LΓ =
∞∑

k=1

⊕{ ∞∑

l=−∞

⊕( I/β∑

i=1

⊕
LiΓkl

)
+

I/β∑

i=1

⊕
LiΓk0

}

where LiΓkl is unitarily equivalent to L̃βkl, k ≥ 1, l ≥ 1, i = 1, . . . , I,

LiΓklT̃giΣΓk

(
e2πiβ−1lxϕΓkl(y)

)
= T̃giL

1
ΓklΣΓk

{
e2πiβ−1lx(L̃βklϕΓkl)(y)

}
.
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For l ≥ 1 the spectrum of LiΓkl is discrete with eigenvalues λnkl given by (3.1) and
eigenfunctions

Ψni
kl (z, u, v) = T̃gi

∑

g∈Γ/Γ∞

Tg
(
ϕnkl(y)e2πiβ−1lx

)
ek(δu,−γv)(u, v).

For each k ≥ 1 and l = 0 the spectrum of LΓk0 is continuous of multiplicity I/β.
The counting function NΓ(λ) for the eigenvalues of LΓ satisfies the Weyl law

NΓ(λ) ≈ I
1

192π
λ2.

4 Perturbation by modular forms
We consider the subgroup Γ = Γ(2) of index 6 in Γ1. The translation subgroup Γ∞
is

Γ∞ =
{(

1 2l
0 1

) ∣∣ l ∈ Z
}

=
{
Al
∣∣ l ∈ Z

}
, A = (1 2

0 1)

and the width β = 2.
In Lemma 3.2 we choose for g1, g2, g3 the powers of the elliptic element of third

order

e =
(

0 1
−1 1

)
, e2 =

(−1 1
−1 0

)
, e3 =

(−1 0
0 −1

)
∼
(

1 0
0 1

)
,

g1 =
(

1 0
0 1

)
, g2 = e, g3 = e2 = e−1.

The group Γ1/Γ2 is generated by

g1, U, g2, g2U, g3, g3U, U =
(

1 2
0 1

)
.

Γ(2) is generated by the parabolic elements

A =
(

1 2
0 1

)
, B = eAe−1 =

(−1 0
2 −1

)
'
(

1 0
−2 1

)
, S = e2Ae−2 =

(
1 −2
2 −3

)

with the relation
ABS = I.

We have

A(∞) =∞, B(0) = 0, S(1) = 1

e(∞) = 0, e2(∞) = e(0) = 1.

We define the function F (z) by

F (z) = P (z)− 3P (2z) + 2P (4z) = E2(z)− 3E2(2z) + 2E2(4z)

where

P (z) = 1− 24
∞∑

i=1

σ(n)e2πinz = E2(z)− 3

πy
, σ(n) =

∑

d|n
d
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and the Eisenstein series E2(z) is a modular form of weight 2. The function F (z) is
a holomorphic form of weight 2 for the group Γ0(4) such that F (∞) = 0.

From the relation
Γ(2) = 2Γ0(4)1

2

we obtain the holomorphic form of weight 2 for Γ(2) defined by

G(z) = F
(
z
2

)
.

Based on G(z) we define a group of characters χα on Γ(2) as follows. Let

I =

∫ Bi

i

G(z) dµ(z) =

∫ i
−2i+1

i

G(z) dµ(z) = I1 + iI2.

It is easy to check that I1 6= 0. We normalize G(z) by setting

G̃(x) = I−1
1 G(z).

Then

Ĩ = I−1
1

∫ Bi

i

G(z) dµ(z) =

∫ Bi

i

G̃(z) dµ(z) = 1 + iI−1
1 I2

and ∫ Ai

i

G̃ dµ(z) =

∫ i+2

i

G̃(z) dµ(z) = 0.

We define a group of characters χα on Γ(2) by

χα(g) = exp
{

2πiαRe

∫ gz0

z0

G̃(z) dµ(z)
}
, α ∈ R.

The integral is independent of z0 ∈ FΓ(2), and

χα(A) = 1 for all α
χα(B) = e2πiα, χα(S) = e−2πiα.

For α 6= 0, the character χα closes the cusps 0 and 1 and keeps the cusp∞ open.
A family of Laplacians Lα is defined by

Lα = −y2

(
∂2

∂x2
+

∂2

∂y2

)
− 1

y

(
∂2

∂u2
− 2x

∂

∂u

∂

∂v
+ (x2 + y2)

∂2

∂v2

)

on ΓJ,χα-invariant functions,

D(Lα) =
{
f ∈ HΓJ

∣∣ Lαf ∈ HΓJ ,
(
T̃gf
)
(z, w) = χα(g)f(z, w)

for g ∈ Γ(2), (z, w) ∈ FΓJ

}

We proceed to analyze the operators Lα and their spectra. An extension of
Lemma 3.1 to functions transforming under ΓJ with character χα gives
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Lemma 4.1. Let f be a ΓJ,χα-invariant, continuous function of (z, u, v), C1 in u
and v for fixed z. Then

f(z, u, v) =
∑

k,m

fkm(z)ekm(u, v)

where
fk′m′(z) =

(
Tgfkm

)
(z)χα(g),

( k′
m′
)

= g−1
(
k
m

)
.

We characterize ΓJ,α-invariant functions by extending Lemma 3.3 to the case with
character χα.

Definition. Let fk0 ∈ HΓ∞ and for k = 1, 2, 3, . . . , i = 1, 2, 3, α ∈ R \ Z

f ik0(z, u, v) = T̃gi
(
fk0(z)e2πiku

)
=
(
Tgifk0

)
(z)ekimi(u, v),

(
ki
mi

)
= g−1

i

(
k
0

)

f ikα(z, u, v) =
(
Σi
k,αfk0

)
(z, u, v) =

∑

g̃∈Γ/Γi∞

(
T̃g̃αf

i
k0

)
(z, u, v)

=
∑

g̃∈Γ/Γi∞

(
Tg̃Tgifk0

)
(z)χα(g̃)ek′im′i(u, v),

( k′i
m′i

)
= g̃−1

(
ki
mi

)
. (4.1)

Set g̃ = gigg
−1
i , χiα(g) = χα(g̃) = χα(gigg

−1
i ).

Since Γi∞ = giΓ∞g
−1
i and Γ is normal, we get from (4.1)

f ikα(z, u, v) =
∑

g∈Γ/Γ∞

(
TgiTgfk0

)
(z)χα(gigg

−1
i )ek′im′i(u, v)

( k′i
m′i

)
= g−1

i g−1
(
k
0

)

= T̃gi
∑

g∈Γ/Γ∞

(
Tgfk0

)
(z)χiα(g)ek′m′(u, v)

( k′
m′
)

= g−1
(
k
0

)
.

(4.2)

The group Γ∞ is generated by A, Γ2
∞ by B = g2Ag

−1
2 and Γ3

∞ by S = g3Ag
−1
3 and

χ1α(A) = χα(A) = 1, χ2α(A) = χα(B) = e2πiα, χ3α(A) = χα(S) = e−2πiα.

Lemma 4.2. The functions f ikα(z, u, v) are ΓJ,α-invariant. For k1 6= k2 and for
k1 = k2, i 6= j, fk10, fk20 ∈ HΓ∞

(
Σi
k1,α

fki0,Σ
j
k2,α

hk20

)
HΓJ

= 0

while (
Σi
k,αfk0,Σ

i
k,αhk0

)
HΓJ

=
(
fk0, hk0

)
HΓ∞

.

The operators Σi
k,α are unitary from HΓ∞ to Σi

k,αHΓ∞ = Hi
k for α ∈ R \ Z.

Proof. For k1 6= k2,
(
k1

0

)
6∼
(
k2

0

)
, so g̃−1g−1

i

(
k1

0

)
6= h̃−1g−1

j

(
k2

0

)
and

(
ek′1im′1i , ek′2jm′2j

)
= 0
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for each pair of terms in
∑i

k1α
fk0 and

∑j
k2,α

hk0 so
(∑i

k1
fk0,

∑j
k2
hk0

)
= 0.

For i 6= j and h̃ ∈ Γ/Γj∞,
( k′i
m′i

)
= g̃−1g−1

i

(
k
0

)
6= h̃−1g−1

j

(
k
0

)
=
( k′′j
m′′j

)

since
g−1
i

(
k
0

)
�
Γ
g−1
j

(
k
0

)
and g̃ ∈ Γ/Γi∞, h̃ ∈ Γ/Γi∞.

Hence for all
( k′i
m′i

)
,
( k′′j
m′′j

)

(
ek′im′i , ek′′jm′′j

)
= 0

and (
Σi
k1,α

fk0,Σ
j
k2,α

hk0

)
= 0.

For i = j, i = 1, 2, 3 and fk0,1, fk0,2 ∈ HΓ∞ ,
(
Σi
k,αfk0,1,Σ

i
k,αfk0,2

)
HΓ∞

=

∫

FΓ∞

{ ∑

g̃∈Γi∞

(
Tg̃Tgifk0,1

)
(z)χα(g̃)

(
e2πik′ue2πim′v + e−2πik′ue−2πim′v

)}

·
{ ∑

h̃∈Γi∞

(
Th̃Tgifk0,2

)
(z)χα(h̃)

(
e2πik′′ue2πim′′v + e−2πik′′ue−2πim′′v

}

dµ(z) du dv.

Since
( k′
m′
)
6=
( k′′
m′′
)
iff g̃ 6= h̃ mod Γ∞, this equals, setting g̃ = gigg

−1
i , h̃ = gigg

−1
i ,

∫

FΓ

∑

g∈Γ/Γ∞

(
TgiTgfk0,1

)
(z)
(
TgiTgfk0,2

)
(z) dµ(z)

=

∫

TgiFΓ

∑

g∈Γ/Γ∞

(
Tgfk0,1

)
(z)
(
Tgfk0,2

)
(z) dµ(z)

=

∫

FΓ

∑

g∈Γ/Γ∞

(
Tgfk0,1

)
(z)
(
Tgfk0,2

)
(z) dµ(z)

=

∫

FΓ∞

fk0,1(z)fk0,2(z) dµ(z),

using TgiFΓ = FΓ and unfolding the last integral , and for i = 1, 2, 3, α ∈ R,
k = 1, 2 . . . (

Σi
k,αfk0,1,Σ

i
k,αfk0,2

)
HΓJ

=
(
fk0,1, fk0,2

)
HΓ∞

. �

Definition. Let L0j
kα be the operators in HΓ∞ defined for k = 1, 2 . . . , j = 1, 2, 3,

α ∈ R by

L0j
kαf =

{
− y2

(
∂2

∂x2
+

∂2

∂y2

)
+ 4π2k

2

y

}
f for f, L0j

kαf ∈ HΓ∞

and f(2 + iy) = f(iy)χjα(A) for y > 0.
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Lemma 4.3. The orthogonal Hilbert spaces Hj
k defined for k = 1, 2, . . . , j = 1, 2, 3,

and α ∈ R by
Hj
k = Σj

k,αHΓ∞

are invariant under Lkα, and

HΓ =
∞∑

k=1

⊕ ∑

j=1,2,3

⊕
Hj
k.

The Hilbert spaces Hj
kα are invariant under Lα, and the operators

Ljkα = Lα|Hjkα
are unitarily equivalent to L0j

kα via the maps Σj
kα.

Proof. This follows from Lemma 4.2, (4.2), and the fact that

Σj
k,αL

0j
kα = LjkαΣj

k,α on D(L0j
kα). �

We further analyze the spectra of the operators L0j
kα, j = 1, 2, 3.

For j = 1, χ1α(g) = 1, so L01
kα = L0

k = L0
Γk, and the spectrum is given by

Lemma 3.6.
For j = 2, 3, α ∈ R,

L02
kαf =

{
− y2

(
∂2

∂x2
+

∂2

∂y2

)
+ 4π2k

2

y

}
f for f, L02

kαf ∈ HΓ∞

and
f(2 + iy) = f(iy)e2πiα for y > 0.

We separate variables as for α = 0 and obtain

Lemma 4.4.
L02
kα =

∑

l∈Z

⊕
L02
klα

where
D(L02

klα) = {eπi(l+α)xϕklα(y) |ϕklα ∈ D(Lklα)}

and

Lklα = −y2 d
2

dy2
+ 4π2

(
k2

y
+

(
l + α

2

)2

y2

)

with domain

D(Lklα) =
{
ϕklα ∈ L2(0,∞; y−2 dy)

∣∣Lklαϕklα ∈ L2(0,∞; y−2 dy)
}
.

Then for l ∈ Z
L02
klα

(
eπi(l+α)xϕklα(y)

)

= eπi(l+α)x

{
−y2 d

2

dy2
+ 4π2

(
k2

y
+

(
l + α

2

)2

y2

)}
ϕ(y).
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We now discuss the spectra of the operators Lklα for k = 1, 2 . . . , l ∈ Z, 0 <
|α| < 1 and the limit α→ 0.

Lemma 4.5. For l 6= 0, the spectrum of Lklα is discrete and simple, consisting of
a sequence of eigenvalues

λ1
kl(α) < λ2

kl(α) < · · · < λnkl(α) < · · ·

with eigenfunctions
ϕ1
kl(α), ϕ2

kl(α), . . . , ϕnkl(α), . . .

For α→ 0,

λnkl(α)→ λnkl(0),

ϕnkl(α)→ ϕnkl(0) = ϕnkl in L2(0,∞; y−2 dy).

Proof. The fact that for l 6= 0, 0 < |α| < 1, the spectrum of Lklα is a sequence of
simple eigenvalues follows as for α = 0.

Consider the quadratic form

(
Lklαϕ, ϕ

)
=
∞∑

0

{
− y2 d

2

dy2
ϕϕ̄+ 4π2

[k2

y
+
( l + α

2

)2

y2
]
ϕϕ̄
}
y−2 dy.

We have
c1

(
Lklϕ, ϕ

)
<
(
Lklαϕ, ϕ

)
< c2

(
Lklϕ, ϕ

)
.

This implies that L1/2
klα is self-adjoint on D(L

1/2
kl ) for |α| < 1. It follows from

general theory (cf. [4]) that eigenvalues µnkl(α) and eigenfunctions ϕnkl(α) are ana-
lytic in α, and therefore the same holds for the eigenvalues λnkl(α) = (µnkl(α))2 and
eigenfunctions ϕnkl(α) of Lklα. �

Lemma 4.6. For l = 0, 0 < |α| < 1, the spectra of Lk0α are discrete and simple,
consisting of sequences of eigenvalues

λ1
k0(α) < λ2

k0(α) < · · · < λnk0(α) < · · ·

with normalized eigenfunctions

ϕ1
k0(α), ϕ2

k0(α), . . . , ϕnk0(α), . . .

For each n, λnk0(α) is increasing in α, and

λnk0(α) −−−→ 1
4

for α→ 0

ϕnk0(α) −−−→
α→0

0 weakly in L2(0,∞; y−2 dy).

Proof. We transform the operator Lk0α by the unitary map

U : f(g)→ g(t) = f(et)e−t/2

37



into the operator
Mk0α = ULk0αU

−1 in L2(−∞,∞; dt)

given by

Mk0α = − d2

dt2
+ 1

4
+ 4π2(k2e−t + α2e2t)

with eigenvalues λnk0(α) and eigenfunctions Ψn
k0(α) = Uϕnk0(α).

Let ε > 0 and let f ∈ C∞0 (R), ‖f‖ = 1 and

(
− d2

dt2
f, f
)
< ε.

Let t0 be such that (
4π2k2e−tft0(t), ft0(t)

)
< ε

where
ft0(t) = f(t− t0).

Then choose α0 such that
(
4π2α2

0e
2tft0 , ft0

)
< ε

and hence (
Mk0αft0 , ft0

)
< 1

4
+ 3ε for 0 < |α| < α0.

It follows that
λ1
k0α <

1
4

+ 3ε for 0 < |α| < α0.

and we have proved that

λ1
k0α −−−→

α→0

1
4

for every k = 1, 2, . . . .

Consider now the subspace

H1
k0α = L2(−∞,∞; dx)	 {Ψ1

k0α} of L2(−∞,∈; dx).

Then H1
k0α is invariant under Mk0α and

λ2
k0α = min{

(
Mk0αf, f

)
| f ∈ H1

k0α,Mk0αf ∈ H1
k0α, ‖f‖ = 1}.

Let f ∈ C∞0 (R), ‖f‖ = 1, ft0(t) = f(t− t0). Then
(
ft0 ,Ψ

1
k0α

)
−−−−→
t0→∞

0.

Choose t0 such that
|(ft0 ,Ψ1

k0α)| < ε
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and
‖4π2k2e−tft0‖ < ε.

Let P 1
k0α be the orthogonal projection on H1

k0α. Then

P 1
k0αft0 = ft0 −

(
ft0 ,Ψ

1
k0α

)
Ψ1
k0α

and
‖
(
ft0 ,Ψ

1
k0α

)
Ψ1
k0α‖ < ε,

1− ε < ‖P 1
k0αft0‖ < 1. Let

gt0 = ‖P 1
k0αft0‖−1P 1

k0αft0 .

Then
gt0 ∈ H1

k0α, ‖gt0‖ = 1

and
(
Mk0αgt0 , gt0

)
= ‖P 1

k0αft0‖−2(Mk0αP
1
k0αft0 , P

1
k0αft0

)

= ‖P 1
k0αft0‖−2

(
Mk0α

(
ft0 − (ft0 ,Ψ

1
k0α)Ψ1

k0α

)
, ft0 − (ft0 ,Ψ

1
k0α)Ψ1

k0α

)

= ‖P 1
k0αft0‖−2

{(
Mk0αft0 , ft0

)
− (ft0 ,Ψ

1
k0α)

(
Mk0αft0 ,Ψ

1
k0α

)

− (ft0 ,Ψ
1
k0α)

(
Mk0αΨ1

k0α, ft0
)

+ |(ft0 ,Ψ1
k0α)|2

(
Mk0αΨ1

k0α,Ψ
1
k0α

)}

We have (
4π2k2e−tft0(t), ft0(t)

)
≤ ‖4π2k2e−tft0(t)‖ < ε.

Choose α0 such that
(4π2α2

0ft0 , ft0) < ε.

Then (
Mk0αft0 , ft0

)
< 1

4
+ 3ε.

The remaining terms in the bracket are now estimated, using Mk0αΨ1
k0α =

λ1
k0αΨ1

k0α, by
∣∣(ft0 ,Ψ1

k0α)
(
Mk0αft0 ,Ψ

1
k0α

)∣∣ < ελ1
k0α∣∣(ft0 ,Ψ1

k0α)
(
Mk0αΨ1

k0α, ft0
)∣∣ < ελ1

k0α∣∣(ft0 ,Ψ1
k0α)

∣∣2(Mk0αΨ1
k0α,Ψ

1
k0α

)
< ε2λ1

k0α.

Adding these inequalities, we get, given ε1 > 0

(
Mk0α, gt0

)
< (1− ε)−2{1

4
+ 3ε+ λ1

k0αε(2 + ε)} < 1
4

+ ε1 for ε < ε0

and λ2
k0α → 1

4
for α→ 0.
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Repeating this procedure we prove by induction on n that

λnk0α → 1
4

for α→ 0 for every k ≥ 1 and all n.

It remains to prove that the eigenfunctions Ψn
k0(α) of Mk0α converge weakly to

0 as α→ 0 for every k ≥ 1, n ≥ 1.
We introduce the operators

M̃k0α = Mk0α − 1
4

= − d2

dt2
+ 4π2(k2e−t + α2e2t)

M̃k0 = M̃k00 = − d2

dt2
+ 4π2k2e−t.

M̃k0α has the eigenvalues λnk0α(α)− 1
4
with eigenfunctions Ψn

k0(α), ‖Ψn
k0(α)‖ = 1.

M̃k0 has the purely continuous spectrum [0,∞).
Since 0 is not an eigenvalue of M̃k0, M̃k0C

∞
0 (R) is dense in L2(−∞,∞; dx).

Let θ ∈ C∞0 (R). Then
(
Ψn
k0(α), M̃k0θ

)
=
(

Ψn
k0(α),

(
M̃k0α − 4π2α2e2t

)
θ
)

=
(
M̃k0αΨn

k0(α), θ
)
− 4πα2

(
Ψn
k0(α), e2tθ

)

=
(
λnk0(α)− 1

4

)(
Ψn
k0(α), θ

)
− 4π2α2

(
Ψn
k0(α), e2tθ

)

−−−→
α→0

0.

Since M̃k0C
∞
o is dense, we have
(
Ψn
k0(α), f

)
−−−→
α→0

0 for all f ∈ L2(−∞,∞; dx)

and the last statement is proved. �

As in the proof of (3.7) of Lemma 3.4 we show that the functions given by (3.13)
for i = 1, 2, 3 and j = 1 contribute the same functions as for j = 0.

Moreover, for fixed α 6= 0 Lemma 3.7 is proved for the operator Lα in the same
way as for α = 0.

We summarize the results of Lemmas 4.3– 4.6 in

Theorem 4. HΓ can be decomposed into a direct sum of subspaces

HΓ =
∞∑

k=1

⊕ ∑

j=1,2,3

⊕
Hj
k

where each space Hj
k is invariant under Lα for α ∈ R and the operators

Ljkα = Lα|Hjk
are unitarily equivalent to L0j

kα via the maps Σj
kα, where

L0j
kα =

{
−y2

(
∂2

∂x2
+

∂2

∂y2

)
+ 4π2k

2

y

}
in HΓ∞
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with the characters

f(2 + iy) =





f(iy) for j = 1

e2πiαf(iy) for j = 2

e−2πiαf(iy) for j = 3.

For j = 1, L01
kα = L0

Γk, and the spectrum is given by Lemma 3.6. In particular,
the continuous spectrum for each k is simple, equal to [1

4
,∞).

For j = 2, 3 the continuous spectrum disappears for 0 < |α| < 1 (the cusps 0 and
1 are closed by χ(α)), and the eigenvalues λnkl of Lk0 are perturbed into eigenvalues
λnklα for k, l ∈ N.

In addition to this a new sequence of eigenvalues λnk0α appear for α 6= 0, replacing
the continuous spectrum. For each n, k ∈ N and α→ 0

λnk0α → 1
4
, ϕnk0α → 0 weakly.

For each α the Weyl law holds for Lα:

NΓ(λ) ∼ I · 1
192π

λ2 = 1
32π
λ2 for λ→∞.

5 Non-normal subgroups of Γ1 of small index
We develop the spectral theory of LΓ for some important non-normal subgroup of
Γ1.

I. We consider the three conjugate subgroups of Γ1 of index 3, ΓU(2), Γϑ(2), ΓW (2)
([6]) defined by

ΓU = ΓU(2) = Γ0(2) = {g ∈ Γ1 | g 2≡ U or g 2≡ I}, U = (1 1
0 1), β = 1

ΓV = ΓV (2) = Γϑ(2) = {g ∈ Γ1 | g 2≡ V or g 2≡ I}, V = ( 0 1
−1 0), β = 2

ΓW = ΓW (2) = Γ0(2) = {g ∈ Γ1 | g 2≡ W or g 2≡ I}, W = (0 −1
1 1 ), β = 2

ΓV = P−1ΓUP, ΓW = P−1ΓV P, ΓU = P−1ΓWP, P = (0 −1
1 1 ), P 3 = I.

ΓUJ , ΓV J , ΓWJ are the associated Jacobi groups.
We derive expressions for the Jacobi-invariant functions for the groups ΓUJ , ΓV J ,

ΓWJ .

(1) For ΓV we take I, U, P 2 as right coset representatives.

(I) Let fk0(z) ∈ HΓ2∞ and

F V
k1(z, u, v) =

(
ΣV
k1fk0

)
(z, u, v) =

∑

g∈Γϑ/Γ2∞

(
Tgfk0)(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
.
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(U) Let fk0 ∈ HΓ2∞ and

F V
k2(z, u, v) =

(
ΣV
k2fk0

)
(z, u, v)

∑

g∈Γϑ/UΓ2∞U−1

(
TgTV fk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= g−1U−1
(
k
0

)

=
∑

g∈ΓV /Γ2∞

(
Tghk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
,

hk0(z) =
(
TUfk0

)
(z) ∈ HΓ2∞ .

=
(
ΣV
k1

(
TUfk0)

)
(z, u, v).

(P 2) Let fk0(z) ∈ HΓ2∞ and

F V
k3(z, u, v) =

(
ΣV
k3fk0

)
(z, u, v) =

∑

g∈ΓV /P 2Γ1∞P−2

(
TgTP 2fk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= g−1p−2
(
k
0

)

=
∑

g∈ΓV /P 2Γ1∞P−2

(
TP 2TP−2gP 2fk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= P−2P 2g−1P−2
(
k
0

)

(g1 = P−2gP 2 ∈ U)

=
∑

g1∈ΓU/Γ1∞

(
TP 2Tg1fk0

)
(z)ek′′′m′′′ ,

( k′′′
m′′′
)

= P−2g−2
1

(
k
0

)

= T̃P 2

∑

g1∈ΓU/Γ1∞

(
Tg1fk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= g−1
1

(
k
0

)

= T̃P 2

(
ΣU
k1

)
(z, u, v) =

(
T̃P 2FU

k1

)
(z, u, v).

(2) For ΓW we take I, U, P as right coset representatives.

(I) Let fk0 ∈ HΓ2∞ and

FW
k1 (z, u, v) =

(
ΣW
k1fk0

)
(z, u, v) =

∑

g∈ΓW /Γ2∞

(
Tgfk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
.

(U) Let fk0 ∈ HΓ2∞ and

FW
k2 (z, u, v) =

(
ΣW
k2fk0

)
(z, u, v)

=
∑

g∈ΓW /UΓ2∞U−1

(
TgTUfk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= g−1U−1
(
k
0

)

=
∑

g∈ΓW /Γ2∞

(
Tghk0

)
ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
, hk0(z) =

(
TUfk0

)
(z) ∈ Γ2∞.
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(P ) Let fk0(z) ∈ HΓ1∞ and

FW
k3 (z, u, v) =

(
ΣW
k3fk0

)
(z, u, v)

=
∑

g∈ΓW /PΓ1∞P−1

(
TgTPfk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= g−1P−1
(
k
0

)

(g1 = P−1gP ∈ ΓU)

=
∑

g∈ΓU/Γ1∞

(
TPTg1fk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)
P−1g−1

1

(
k
0

)

= T̃P
(
ΣU
k1fk0

)
(z, u, v) =

(
T̃PF

U
k1

)
(z, u, v).

(3) For ΓU we take I, P, P 2 as right coset representatives.

(I) Let fk0 ∈ HΓ1∞ and

FU
k1(z, u, v) =

(
ΣU
k1fk0

)
(z, u, v)

=
∑

g∈ΓU/Γ1∞

(
Tgfk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
.

(P ) Let fk0 ∈ HΓ2∞ and

FU
k2(z, u, v) =

(
ΣU
k2fk0

)
(z, u, v)

=
∑

g∈ΓU/PΓ2∞P−1

(
TgTpfk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= g−1P−1
(
k
0

)

(g1 = P−1gP ∈ Γϑ)

=
∑

g∈ΓV /Γ2∞

(
TPTg1fk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= P−1g−1
1

(
k
0

)

=
(
T̃PF

V
k1

)
(z, u, v).

(P 2) Let fk0 ∈ HΓ2∞ and

FU
k3(z, u, v) =

(
ΣU
k3fk0

)
(z, u, v)

=
∑

g∈ΓU/P 2Γ2∞P−2

(
TgTP 2fk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= g−1P−2
(
k
0

)

(g2 = P−2gP 2 ∈ ΓW )

=
∑

g2∈ΓW /Γ2∞

(
TP 2Tg2fk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= P−2g−2
2

(
k
0

)

=
(
T̃P 2FW

k1

)
(z, u, v). (5.1)

Replacing U by P in the calculation of F V
k2(z, u, v), we get
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(P )

F̃ V
k2(z, u, v) =

(
Σ̃k2fk0

)
(z, u, v)

=
∑

g∈Γϑ/PΓ2∞P−1

(
TgTPfk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= g−1P−1
(
k
0

)

(P−1gP = g1 ∈ ΓW )

=
∑

g1∈ΓW /Γ2∞

(
TpTg1fk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= P−1g−1
1

(
k
0

)

=
(
T̃PF

W
k1

)
(z, u, v). (5.2)

By (5.1) and (5.2),
FU
k3(z, u, v) =

(
T̃PF

V
k2

)
(z, u, v).

By (1), (
ΣV
k2fk0

)
(z, u, v) =

(
ΣV
k1(TUfk0)

)
(z, u, v)

and we obtain by (3)

FU
k3(z, u, v) = T̃p

(
ΣV
k1(TUfk0)

)
(z, u, v) =

(
ΣU
k2(TUfk0)

)
(z, u, v) = FU

k2(z, u, v).

Definition. The subspaces Hi
ΓV k

of HΓV , Hi
ΓW k of HΓW , and Hi

ΓUk
of HΓU , are given

by

H1
ΓV k

= ΣV
k1HΓ2∞ , H2

ΓV k
= ΣV

k2HΓ2∞ , H3
ΓV k

= ΣV
k3HΓ1∞ ,

H1
ΓW k = ΣW

k1HΓ2∞ , H2
ΓW k = ΣW

k2HΓ2∞ , H3
ΓW k = ΣW

k3HΓ1∞ ,

H1
ΓUk

= ΣU
k1HΓ1∞ , H2

ΓUk
= ΣU

k2HΓ2∞ , H3
ΓUk

= ΣU
k3HΓ2∞ .

Theorem 5.1. ΣV
k1 is unitary from HΓ2∞ to H1

ΓV k
, ΣV

k2 is unitary from HΓ2∞ to
H2

ΓV k
, ΣV

k3 is unitary from HΓ1∞ to H3
ΓV k

.
H1

ΓV k
, H2

ΓV k
, H3

ΓV k
are pairwise orthogonal and invariant under the operator

LΓV J = −y2

(
∂2

∂x2
+

∂2

∂y2

)
− 1

y

{
∂2

∂x2
− 2x

∂2

∂x ∂y
+ (x2 + y2)

∂2

∂y2

}
.

Let
LiΓV k = LΓV J |HiΓV k , i = 1, 2, 3.

Then
LΓV k = L1

ΓV k
⊕ L3

ΓV k
.

L1
ΓV k

is unitarily equivalent to the operator LΓ2∞ in HΓ2∞ via ΣV
k1,

L1
ΓV k

ΣV
k1 = ΣV

k1LΓ2∞ .
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L3
ΓV k

is unitarily equivalent to the operator LΓ1∞ in HΓ1∞ via ΣV
k3,

L3
ΓV k

ΣV
k3 = ΣV

k3LΓ1∞ .

The continuous spectrum of LΓV is of multiplicity 2, and there are no resonances.
The point spectrum of L1

ΓV k
is the union of {λnkl}∞n=1, l = 1, 2, . . . and {λk,l+1/2}∞n=1,

l = 0, 1, 2, . . .
The point spectrum of L3

ΓV k
is the union of {λnkl}∞n=1, l = 1, 2, . . . Each λnkl,

l = 1, 2, . . . is a 4-dimensional eigenvalue of LΓV k. Each λnk,l+1/2, l = 0, 1, 2, . . . is a
2-dimensional eigenvalue of LΓV k.

Similarly

LΓW k = L1
ΓW k ⊕ L3

ΓW k,

where
L1

ΓW kΣ
W
k1 = ΣW

k1LΓ2∞

and
L3

ΓW kΣ
W
k3 = ΣW

k3L
3
Γ1∞

with the same spectral properties as ΓV k.
Also

LΓUk = L1
ΓUk
⊕ L2

ΓUk
,

where
L1

ΓUk
ΣU
k1 = ΣU

k1LΓ1∞

and
L2

ΓUk
ΣU
k2 = ΣU

k2LΓ2∞ .

with the same spectral properties as ΓV k, replacing Γ1
V k by Γ2

Uk and Γ3
V k by Γ1

Uk.
The operators LΓUJ , LΓV J and LΓW J have the same eigenvalues with he same

multiplicities in agreement with the fact that they are conjugate as Jacobi groups.
Their counting function is guven asymptotically by

NΓV J(λ) = NΓUJ(λ) = NΓW J ∼ 3
1

192π
λ2

which is the Weyl law for these groups.

Proof. This is proved, using our expressions for the invariant functions for ΓUJ , ΓV J ,
ΓWJ , in the same way as the analogous results on normal subgroups are proved in
section 3. �

II. We consider next the three conjugate groups Γ0(4), Γ0(4) and Γϑ(4) ([6]) where

Γϑ(4) = {(a bc d) | a+ b− c− d 4≡ 0}
Γϑ(4) = P−1Γ0(4)P, Γ0(4) = P−1Γϑ(4)P, Γ0(4) = P−1Γ0(4)P.
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Γ0(4) is normal in Γ0(2), Γϑ(4) normal in Γϑ(2), Γ0(4) normal in Γ0(2), all of index
2, so their index in Γ1 is 6.

The width of Γ0(4) is 1 and that of Γ0(4) and Γϑ(4) is 4.
We determine the Jacobi-invariant functions for Γ0(4), Γ0(4), Γϑ(4).
As in the previous case we can calculate Jacobi-invariant functions for these three

groups. We consider Γ0(4), the others are calculated along the same lines as for the
previous groups.

(1) Let Γ0(4) have coset representatives I, U , U2, U3, P , V . For fk0(z) ∈ HΓ4∞
we set

(I)

F
Γ0(4)
k1 (z, u, v) =

(
Σ

Γ0(4)
k1 fk0

)
(z, u, v) =

∑

g∈Γ0(4)/Γ4∞

(
Tgfk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
.

For t = 1, 2, 3 and
fk0(z) = ϕnk,l+t/4(y)e2πi(l+t/4)x

we have (
Tufk0

)
(z) = e2πit/4fk0(z)

and we obtain

(U)

F
Γ0(4)
k2 (z, u, v) =

(
Σ

Γ0(4)
k2 fk0

)
(z, u, v)

=
∑

g∈Γ0(4)/Γ4∞

(
TgTUfk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)

= iF
Γ0(4)
k1 (z, u, v).

(U2)
F

Γ0(4)
k3 = (z, u, v) = −F Γ0(4)

k1 (z, u, v).

(U3)
F

Γ0(4)
k4 = (z, u, v) = −iF Γ0(4)

k1 (z, u, v).
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(P ) For fk0 ∈ HΓ1∞

F
Γ0(4)
k5 (z, u, v) =

(
Σ

Γ0(4)
k5 fk0

)
(z, u, v)

=
∑

g∈Γ0(4)/PΓ1∞P−1

(
TgTPfk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= g−1P−1
(
k
0

)

(g1 ∈ P−1gP ∈ Γ0(4))

=
∑

g1∈Γ0(4)/PΓ1∞P−1

(
TPTg1fk0

)
(z)ek′′m′′(u, v),
( k′′
m′′
)

= P−1g−1
1

(
k
0

)

=
(
T̃PF

Γ0(4)
k1

)
(z, u, v).

(V )

F
Γ0(4)
k6 (z, u, v) =

(
Σ

Γ0(4)
k6 fk0

)
(z, u, v)

=
∑

g∈Γ0(4)/V Γ1∞V −1

(
TgTV fk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= g−1V −1
(
k
0

)

(V −1gV = g1 ∈ Γ0(4))

=
∑

g1∈Γ0(4)/V Γ1∞V −1

(
TV Tg1fk0

)
(z)ek′′′m′′′(u, v),
( k′′′
m′′′
)

= V −1g−1
1

(
k
0

)

=
(
T̃V F

Γ0(4)
k1

)
(z, u, v).

(2) Similarly we obtain for the group Γϑ(4) with coset representatives I, U , U2,
U3, P 2, P 2U .

(I, U , U2, U3)

F Γϑ
k1(z, u, v) =

(
ΣΓϑ
k1fk0

)
(z, u, v)

=
∑

g∈Γϑ/Γ4∞

(
Tgfk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
.

(P 2) For fk0 ∈ Γ1∞,

F
Γ0(4)
k5 (z, u, v) =

(
Σ

Γ0(4)
k5 fk0

)
(z, u, v)

=
∑

g∈Γϑ/P 2Γ1∞P−2

(
TgTP 2fk0

)
(z)ek′′m′′(u, v),

( k′′
m′′
)

= g−1P−2
(
k
0

)

(g1 = P−2gP 2 ∈ Γ0(4))

=
∑

g1∈Γ0(4)/Γ1∞

(
TP 2Tgfk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= P−2g−1
1

(
k
0

)

=
(
T̃P 2F

Γ0(4)
k1

)
(z, u, v).
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(P 2U) For fk0 ∈ Γ1∞,

ΣΓϑ
k6(z, u, v) =

∑

g∈Γϑ/P 2UΓ1∞U−1P−2

(
TgTP 2Ufk0

)
(z)ek′′′m′′′(u, v),

( k′′′
m′′′
)

= g−1P−2U−1
(
k
0

)
= g−1P−2

(
k
0

)

(U−1P−2gP 2U = g2 ∈ Γ0(4))

=
∑

g2∈Γ0(4)/Γ1∞

(
TP 2UTg2fk0

)
(z)ek′′′m′′′(u, v)

( k′′′
m′′′
)

= P−2g−1
2

(
k
0

)

=
(
T̃P 2UF

Γ0(4)
k1

)
(z, u, v).

(2) For the Group Γ0(4) we obtain in a way similar to for Γ0(2) expressions similar
to those of Γ0(4) and Γϑ(4),

F
Γ0(4)
k1 (z, u, v) =

(
Σ

Γϑ(4)
k1 fk0

)
(z, u, v), fk0 ∈ HΓ1∞

F
Γ0(4)
k2 (z, u, v) =

(
Σ

Γϑ(4)
k2 fk0

)
(z, u, v), fk0 ∈ HΓ1∞

F
Γ0(4)
k3 (z, u, v) =

(
Σ

Γϑ(4)
k3 fk0

)
(z, u, v), fk0 ∈ HΓ4∞

with F Γo(4)
ki (z, u, v) = ciF

Γ0(4)
k3 (z, u, v), i = 4, 5, 6.

From this expression for the Γ0J(4)-, Γ0
J(4)-, and ΓϑJ(4)-invariant functions we

obtain with Hi
Γ0(4), Hi

Γ0(4), Hi
Γϑ(4) defined as above, i = 1, 2, 3.

Theorem 5.2. Σ
Γ0(4)
k1 is unitary from HΓ4∞ to H1

Γ0(4). Σ
Γ0(4)
ki are unitary from HΓ1∞

to Hi
Γ0(4), i = 5, 6.
H1

Γ0(4),k, H5
Γ0(4),k, H6

Γ0(4),k are pairwise orthogonal and invariant under the oper-
ator LΓ0(4)J .

Let
LiΓ0(4)k = LΓ0(4)k

∣∣
Hi

Γ0k

, i = 1, 5, 6.

Then
LΓ0(4)k = L1

Γ0(4)k ⊕ L5
Γ0(4)k ⊕ L6

Γ0(4)k.

L1
Γ0(4)k is unitarily equivalent to the operator LΓ4∞ in HΓ4∞ via Σ

Γ0(4)
k1 ,

LiΓ0(4)kΣ
Γ0(4)
k1 = Σ

Γ0(4)
k1 LΓ4∞ .

LiΓ0(4)k is unitarily equivalent to the operator LΓ1∞ in HΓ1∞ via Σ
Γ0(4)
ki ,

LiΓ0(4)kΣ
Γ0(4)
ki = Σ

Γ0(4)
ki LΓ1∞ , i = 5, 6.

The continuous spectrum of LΓ0(4)k is of multiplicity 3, and there are no reso-
nances.

The point spectrum of L1
Γ0(4)k is the union of the sets {λnkl}∞n=1, l = 1, 2, . . . ;

{λnk,l+1/4}
∞
n=1, {λnk,l+1/1}

∞
n=1, {λnk,l+3/4}

∞
n=1, l = 0, 1, 2, . . .
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The point spectrum of LiΓ0(4)k is the union of the sets {λnkl}∞n=1, l = 1, 2, . . .
Similarly

LΓϑ(4)k = L1
Γϑ(4)k ⊕ L5

Γϑ(4)k ⊕ L6
Γϑ(4)k

where

L1
Γϑk

Σ
Γϑ(4)
k1 = Σ

Γϑ(4)
k1 LΓ4∞

and
LiΓϑkΣ

Γϑ(4)
k1 = Σ

Γϑ(4)
k1 LΓ1∞ , i = 5, 6

with the same spectral properties as LΓ0(4)k.
A similar result holds for LΓ0(4)k, replacing L1

Γ0(4)k by L3
Γ0(4)k and L5

Γ0(4)k, L
6
Γ0(4)k

by L1
Γ0(4)k, L

2
Γ0(4)k.

The operators Γ0(4), LΓϑ(4) and LΓ0(4) have the same eigenvalues with the same
multiplicity in agreement with the fact that they are conjugate as Jacobi groups.
Their counting function is given asymptotically by

NΓ0(4)J (λ) = NΓϑ(4)J (λ) = NΓ0(4)J (λ) ∼ 6 · 1

192π
λ2

which is the Weyl law for these groups.

Proof. This is proved, using our expressions for the invariant functions for Γ0(4)J ,
Γϑ(4)J and Γ0(4)J as it was proved for normal subgroups in section 3. �

Remark. The operators Γ(2) and Γ0(4) are conjugate in SL2(R),

Γ(2) = 2Γ0(4)1
2
.

Therefore the operators LΓ(2) in HΓ(2) and LΓ0(4) in HΓ0(4), are isospectral, they have
the same eigenvalues with the same multiplicities.

The operators LΓ2J
and LΓ0(4)J are not isospectral. This follows from Theorem 3

and Theorem 5.2. However, the above conjugation is not a conjugation in the Jacobi
group, so there is no contradiction.

III. We consider two conjugate subgroups ΓE1 and ΓE2 of index 6, generated by 3
elliptic elements of order 3 ([5]). These groups are normal in Γ2 and are conjugate
by U (and by V ). The group ΓE1 and ΓE2 are generated by the following elliptic
elements with their fix points indicated, where ΓE2 = UΓE1U

−1,

E1 = (0 −1
1 −1),

1
2

+ i
√

3
2

; F1 = (−2 −7
1 −3),

5
2

+ i
√

3
2

; G1 = (2 −21
1 −5 ), 9

2
+ i

√
3

2

E2 = (1 −3
1 −2),

3
2

+ i
√

3
2

; F2 = (3 −13
1 −4 ), 7

2
+ i

√
3

2
; G2 = (5 −31

1 −6 ), 11
2

+ i
√

3
2
.

We have

E1F1G1 = E2F2G2 = I, A = U2

Fi = AEiA
−1, Gi = AFiA

−1, i = 1, 2.
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Γ2 is generated by Ei and A, Γ2/ΓEi = {I, A,Ei}. Thus, A3 ∈ ΓEi , but A 6∈ ΓEi
hence A4 6∈ ΓEi , i = 1, 2. Also U 6∈ ΓEi so U3 6∈ ΓEi , i = 1, 2. It follows that the
width of ΓEi is 6, i = 1, 2. Then I, U, U2, U3, U4, U5 are right coset representatives
of ΓEi in Γ1, i = 1, 2.

Theorem 5.3. Let f0(z) ∈ HΓ6∞ and for i = 1, 2

F
ΓEi
k (z, u, v) =

(
Σ

ΓEi
k fk0

)
(z, u, v)

=
∑

g∈ΓEi

(
Tgfk0

)
(z)ek′m′(u, v),

( k′
m′
)

= g−1
(
k
0

)
.

For i = 1, 2, the operators Σ
ΓEi
k are unitary from HΓ6∞ to HΓEi ,k

= Σ
ΓEi
k HΓ6∞, these

Hilbert spaces are invariant under the Jacobi Laplacian LΓEi ,J
and its restrictions

LΓEi ,k
= LΓEi

|HΓEi

satisfy
LΓEi ,k

Σ
ΓEi
k = Σ

ΓEi
k LΓ6∞ .

The set of eigenvalues of LΓEi ,k
is the union of the sets

{
λk,l+i/6

}∞
n=1

, l = 0, 1, 2, . . . , i = 1, 2, 3, 4, 5, 6.

The Weyl law holds for the counting function

NΓEi
(λ) ∼ 6 · 1

192π
λ2, i = 1, 2.

The continuous spectrum has multiplicity 1.

Remark. The operators LΓE1
,k and LΓE2

,k are isospectral with the operator LΓ′,k

associated with the normal commutator group, since this also has index 6 and width 6.
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